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1. Introduction
It is customary1 to analyze a chemical process as a

series of several elementary reaction steps. In every
elementary step, a transformation takes place from
one minimum on the potential energy surface (PES)
representing the reactants (R1 + R2) over an energy
maximum (the transition state, TS) to another energy
minimum characterized by the products (P1 + P2).
For each elementary step, the identities of products
and reactants are determined experimentally along
with the reaction rate, k. The analysis of inorganic
processes in terms of elementary reaction steps was
pioneered after the Second World War with the
experimental work by Taube,1 Basolo,2 Pearson,3 and
many more.1

It is in principle possible by quantum mechanics
(QM) to characterize the PES for the elementary
reaction step4 given in eq 1

as well as the structures of the reactants, products,
and TSs. The first use of QM in studies of inorganic
elementary reaction steps made use of several sim-
plifying assumptions and only provided rather ap-
proximate solutions to the fundamental underlying
equations. Best known is perhaps the use of crystal-
field theory (CF) to rationalize observed trends in the
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rate of ligand substitution reactions involving transi-
tion metal complexes.1 Other approaches include the
perturbational molecular orbital (PMO) theory5 in
which trends in rates are rationalized in terms of
symmetry arguments5 and the hardness5c and soft-
ness5c of the reactive centers on R1 + R2.

Progress in both theory (software) and computer
technology (hardware) has made it feasible over the
past 10 years to describe the PES of smaller systems
with nearly chemical accuracy (1 kcal/mol). Even
larger systems can be described with reasonable
computational affords, although the accuracy now is
somewhat less (∼5 kcal/mol). This development will
be reviewed in section 2 where we also discuss how
one can include the influence of the solvent and bulky

substituents on the shape of the potential energy
path (Figure 1) of a chemical reaction for both the
ground state and the higher lying excited states. It
should be pointed out that the qualitative arguments
based on PMO as they have been used in the past
also should have a future place in rationalizing the
results from modern quantitative calculations on
chemical systems.

The ability to locate products and reactants on the
PES along with the TS structures is one of the more
important achievements of computational chemistry.
This development is discussed in section 3 together
with methods that allow one to trace a minimum
energy path (MEP) from reactant over TS to product.
This is supplemented in section 4 with a discussion
of how one takes steric bulk and solvation effects into
account. Section 5 discusses how theoretical methods
can be used to explore the PESs of the excited states
as well.

One of the most important experimental techniques
used to establish information about the species
involved in a chemical reaction is spectroscopy. We
discuss in section 6 how theoretical methods are able
to obtain spectroscopic parameters from first prin-
ciple for nuclear magnetic resonance (NMR), electron
spin resonance (ESR), infrared (IR), and electronic
spectroscopy. The potential of supplementing experi-
mental spectroscopy with theoretical calculations in
studies of inorganic reaction mechanisms has not
been fully explored.

The energy profile in Figure 1 contains only
information about the chemical reaction of eq 1 at 0
K whereas the rate constant (k) and the equilibrium
between R1 + R2 and P1 + P2 are related to the free
energy of the system6 at a finite temperature. Thus,
on top of the quantum mechanical calculations
generating the PES, we need a statistical treatment
that averages over different initial velocities of the
atoms in R1 + R2 for the trajectories leading to the
products P1 + P2. The different statistical methods
used to achieve this objective are discussed in section
8. Section 9 looks toward new frontiers in the
modeling of inorganic reaction mechanisms with
respect to both new method developments and novel
applications.

It has not been the objective here to review the
large volume of papers dealing with the application
of theoretical methods to the study of chemical
reactions. It has instead been the intension to review
theoretical methods that are already applied, or have
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Figure 1. Energy profile for the elementary reaction step
R1 + R2 f P1 + P2.
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the potential to be applied, to the study of inorganic
reaction mechanisms. Special emphasis will be given
to the foundation of these methods and their ac-
curacy. The relatively few practical examples given
here are not comprehensive. They are mostly chosen
to illustrate the use of the methods.

2. PESs and Electronic Structure Theory
We shall in this section discuss the different

electronic structure theories used to generate PESs
for transition metal complexes and other molecular
systems. Special attention will be given to the ac-
curacy one can expect from the different methods.

2.1. First Principle Determination of the PES
A molecular system in a stationary state is fully

characterized by the solution Θ to the many-electron
Schrödinger equation

Here, Θ is a wave function that depends on the
electronic and nuclear coordinates and ĤT is the
quantum mechanical Hamiltonian4 of the molecule
whereas the factor ET is the energy of the system. It
is a good approximation to consider the motion of the
electrons as much faster than the nuclei (the Born-
Oppenheimer approximation4). In this case, the
nuclei can be fixed in space and the Schrödinger
equation can be reduced to

Here, E is the potential energy E(qb1,qb2,qb3,...,qbN)of the
molecule at the nuclear coordinates {qbi,i ) 1,N} and
Ĥ is the Hamiltonian of the molecule with the kinetic
energy of the nuclei omitted4 whereas Ψ is a function
(the electronic wave function) that depends on the
coordinates of the electrons. The PES E(qb1,qb2,qb3,...,qbN)
can now in principle be obtained from the solution
of eq 3 at all nuclear conformations. By expanding
Ψ in terms of so-called Slater determinants4 Di as

equation 3 can be solved to any degree of accuracy.
Here,

is a determinant with the general element for row k
and column j given by the function æik(j). The index
(j) indicates the space and spin coordinates of electron
j. The function æik(j) is in turn expressed as a linear
combination of a set of known functions {ør;r ) 1,m}
as

In practical calculations, {ør;r ) 1,m} is a set of
atomic orbitals and the corresponding molecular
orbitals æik(j) are thus written as a linear combination

of atomic orbitals. The coefficients fi and Cik,r of eqs
4 and 6, respectively, are determined in such a way
as to minimize4 the energy E of eq 3, which also can
be written as

By increasing the number of determinants (mo) as
well as basis functions (m), increasingly accurate
solutions can be found for E and Ψ.

2.2. Hierarchy of Approximate Wave Function
Methods

Only a single determinant Do is used in the
expansion for the wave function Ψ given in eq 4 in
the simple Hartree-Fock (HF) theory.4 The first
(minimum basis set) HF calculations carried out on
transition metal complexes appeared around 1970.7
The time required to carry out HF calculations is
formally proportional to m.4 However, the use of
efficient algorithms can reduce the time requirement
to m2. For large systems (>1000 atoms), the time
required scales linearly8 with m. The HF method
neglects correlation between the movements of elec-
trons of different spins and has only been of limited
success in terms of chemical accuracy for transition
metal complexes. This is especially true for 3d
metals.9 However, the HF method can be applied
routinely to large systems with up to 2000 atoms.

Increasing the number of Slater determinants into
the expansion for Ψ given in eq 4 makes it possible
to take into account states of different spin. Simpler
correlated methods include the second-order Møller-
Plesset pertrurbation theory scheme10 (MP2), the
generalized valence bond (GVB) method,11 and the
complete active space scheme (CASSCF).12 These
methods provide reasonable chemical accuracy with
time requirements increasing as m4 with the number
of basis functions m. More accurate correlated meth-
ods include the coupled-cluster scheme CCSD(T), the
multireference approach (MCSCF), as well as the
complete active space second-order perturbation theory
(CASPT2).13 Especially, CCSD(T) has been shown to
provide high chemical accuracy.9a Unfortunately, the
CCSD(T) scheme requires large basis sets and scales
as m.6 Thus, CCSD(T) can only serve as a benchmark
method for smaller size molecules (20 atoms). The
correlation between electrons at close distance (dy-
namic correlation) is described well by the CCSD(T)
scheme. However, there are cases in which the
correlation between electrons separated by long
distances (nondynamic correlation) is important as
well. For these cases,9b use must be made of MCSCF
and CASPT2 approaches.

2.3. Kohn and Sham Density Functional Theory
(DFT)

It has been shown by Kohn and Sham14 that it is
possible by an alternative method to obtain the
potential energy E of eq 7 along with other molecular
properties without solving for Ψ of eq 3. This alter-
native method is often referred to as DFT.15 It is
based on a theorem due to Kohn16 and Hohenberg

ĤTΘ ) ETΘ (2)

ĤΨ ) EΨ (3)

Ψ ) ∑
i)1

mo

fi Di (4)

Di ) |æi1(1) æi2(2) æi3(3)...æin(n)| (5)

æik(j) ) ∑
r)1

r)m

Cik,r ør(j) (6)

E ) ∫Ψ*ĤΨ dτ/∫Ψ*Ψ dτ (7)
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according to which the ground state energy E is
determined uniquely by the electron density F(rb).
Unfortunately, the exact functional relation between
E and F(rb) is not known and the practicality of DFT
has largely relied on finding approximate but ac-
curate relations between F(rb) and E guided by physi-
cal arguments.

For all of the approximate DFT methods16 devel-
oped to date, use is made of n (Kohn-Sham) orbitals
to express the electron density of the n-electron
system according to

where the KS orbitals are expressed as a linear
combination of basis functions

For each DFT scheme, the total energy is written in
terms of the density that in turn is expressed in
terms of the KS orbitals according to eq 8. The
expansion coefficients {Cik;i ) 1,n;k ) 1,m} can thus
be determined in such a way as to minimize the
energy. Thus, the DFT approach requires only the
optimization of the orbital coefficients Cik whereas
correlated wave function methods in addition to the
orbital coefficients also require the optimization of
the determinant expansion coefficient {cik; i ) 1,
large}. This difference makes the DFT approach
comparatively faster.

2.4. Jacob’s Ladder of Approximate DFT Methods
Kohn14 suggested as early as 1965 to write E as a

functional of F(rb) in what became known as the local
density approximation (LDA). The LDA method
forms the first rung on the ladder of approximate
DFT methods as defined by Perdew.17d The LDA
method affords reasonable geometries but tends to
overestimate bond energies.15d Becke,17 Perdew,18 and
others19 have since 1980 formulated expressions for
E in terms of F(rb) and its first derivative with respect
to rb. These methods are collectively referred to as
generalized gradient approximations17b (GGA) and
considerably improve calculated bond energies as
compared to LDA.9b,15a,d Well-tested GGA methods
are BP86,17c,18a BLYP,19a PBE,18b and RPBE.19b,c They
form the second rung on the ladder of approximate
DFT methods. Most recently, energy expressions
containing F(rb) as well as its first derivatives and
higher order terms have appeared. They are often
referred to as Laplacian methods (LAP).20a-d The LAP
schemes are currently under evaluation for transition
metal complexes. They form the third rung on the
ladder of approximate DFT schemes and are also
referred to as meta-GGA methods. A well-tested
recent meta-GGA functional is TPSS.20m

An interesting hybrid method suggested by Becke21

mixes the HF energy expression with that from the
BLYP method. This scheme is referred to as B3LYP
and is currently the most used approximate DFT

method. The B3LYP scheme belongs to the fourth
rung on the ladder of approximate DFT methods
since its energy depends not only on the density
described by the orbitals through eq 8 but also on
each individual occupied orbital through the HF
exchange. A related hybride functional20l (PBE0)
mixes PBE with HF. Another promising method from
the fourth rung is the self-interaction corrected DFT
method (SIC-DFT).20f,g At the top of the ladder
(quantum mechanical heaven) are the methods with
energy expressions that depend on occupied as well
as virtual orbitals. The exact wave function method
would be such a scheme since the total energy
through eqs 4 and 7 can be expressed in terms of all
of the occupied and virtual KS orbitals. Other more
approximate orbital-dependent schemes are starting
to emerge.20h,i

The LDA scheme is computationally the most
expedient method. However, the time required to
study the same system by the GGA and meta-GGA
methods increases only by factors of 2 and 3, respec-
tively. The very popular B3LYP scheme requires 2-3
times the resources needed by GGA. For the foresee-
able future, most DFT applications are likely to be
carried out with B3LYP or (meta-) GGA schemes as
these methods strike the right compromise between
accuracy and speed. However, there are many cases
in which B3LYP and (meta-) GGA fail. These cases
include20j molecules where bonds are being stretched
(bond dissociation and radical recombination) as well
as reactions with transitions states where a bond is
extended over more than two atoms (SN2 reactions).
For these systems, one will have to develop and apply
more accurate orbital-dependent DFT schemes.20k,l

3. Exploring the PES

3.1. Energy Gradient and the Accuracy of
Optimized Molecular Structures

The development of methods that not only calculate
potential energy points but also in an automated way
locate local minimum energy points22 representing
stable structures has been of great practical impor-
tance. This is done by calculating the forces on all
atoms (energy gradients) and stepwise move the
atoms in the direction of the forces toward lower
energy until the nearest minimum is reached.4 The
ability to locate (optimize) molecular structures is
likely the most important function of a modern
electronic structure program.

3.1.1. Structures from DFT Methods

Table 1 compares M-C bond distances calculated
by different theoretical methods15a,23b to experiment
for the series M(CO)6 (M ) Cr, Mo). We note among
the DFT methods that LDA underestimates the M-C
bond distances as compared to experiment whereas
the two GGA schemes BP86 and RPBE are in much
closer agreement with experiment. It is in general
observed that LDA M-L bonds are shorter than
those obtained by the GGA schemes. Furthermore,
for covalent “organometallic bonds” (as in Table 1),
the GGA schemes provide better bond distances than

F(rb) ) ∑
i)1

n

æi
*(rb) æi(rb) (8)

æi(rb) ) ∑
k)1

k)m

Cik øk(rb) (9)
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LDA. However, for ionic M-L bonds (L ) halides23c

or chalconides23c,d), the GGA bonds are too long and
the LDA estimates are in some cases closer to the
observed values.23b Tentative results seem to indicate
that SIC-DFT considerably improves M-halide and
M-chalconide bond distances.20g Also shown in Table
1 are M-C distances from the B3LYP hybrid method.
They are seen to compare well with the GGA results.
Statistics based on 96 main group molecules indicates
that bond distances calculated by the rung 1 LDA
method is slightly better than the GGA and meta-
GGA results (Table 2). The best results are obtained
by the rung 4 functionals such as PBE0 (shown in
Table 2) and B3LYP.

3.1.2. Structures from Wave Function Methods

Let us next consider the wave function methods
(Table 1). Here, for HF, the Cr-C bond is seen to be
much too long whereas it is too short for MP2. It is a
general trend that MP2 overcorrects for the HF error
in the case of 3d elements. For these elements,
CCSD(T) is often required in order to obtain accurate
M-L distances. However, for the 4d element molyb-
denum (and its heavier congener; see later), MP2 is
seen to be quite adequate (Table 1). The 3d elements
are especially challenging because they have the ns,
np, and nd electrons (n ) 3) in the same region of
space. Thus, ligand orbitals are strongly repelled by
3s, 3p as they are seeking stabilizing interactions

with the 3d orbitals. The result is relatively long
M-L distances and poor overlaps between the 3d set
and the ligand orbitals. This in turn results in modest
highest occupied molecular orbital-lowest un-
occupied molecular orbital gaps and a considerable
amount of nondynamic correlation.23g For the heavier
congeners (n ) 4, 5), ns and np are well-separated
from nd.

3.2. Relative Energies between Reactants and
Products

Another test of the quality of the theoretical PES
is the calculated relative energies between reactants
and products. Table 3 displays the energies required
to dissociate the first CO ligand from M(CO)6 (M )
Cr, Mo). We note among the DFT schemes that LDA
overestimates the bond energy, and this is a general
result for all M-L dissociations. For the GGA
schemes, Table 3 and work by Rösch et al.23b seem
to indicate that the RPBE is the most accurate
method. However, all of the GGA schemes seem to
afford M-L dissociation energies with an accuracy
of (5 kcal/mol. The data from Table 3 would indicate
that B3LYP has an even smaller error margin. The
performances of both BP869a,15a,24 and B3LYP9a,15a,25

for transition metal complexes have been reviewed.
For main group elements, the energetics clearly

improves in going from rung 1 to rung 4 of the DFT
ladder; see Table 2. Thus, GGA is a substantial
improvement over LDA for atomization energies
whereas the meta-GGA scheme presents a further
enhancement over GGA with the rung 4 scheme
PBE0 affording the most accurate estimates. A
similar trend is found for the weak hydrogen bonding,
with the exception that no further improvement is
obtained in going from rung 3 to rung 4 (Table 2).

Among the wave function methods, the HF scheme
finds the first CO dissociation energy to be too small
for both metals with the larger error for chromium.
The MP2 approach overcompensates for this by
finding too strong an M-CO bond, especially in the
case of chromium. Only CCSD(T) is able to afford a
quantitative fit with experiment. It is in general
found that M-L bond energies containing 3d ele-
ments require highly correlated methods [CCSD(T)]
for a quantitative treatment. In many cases, such a
treatment is also recommended for 4d elements and
their heavier congeners.23f-h It is possible to analyze
the M-L bond strength in terms of donor/acceptor

Table 1. Calculated and Experimental M-C and C-O
Bond Lengths (Å) for M(CO)6 (M ) Cr, Mo)a

M-C

method Cr(CO)6 Mo(CO)6

LDA 1.866 2.035
BP86 1.910 2.077
RPBEa 1.925
B3LYP 1.921 2.068
HF 2.00
MP2 1.883 2.066
CCSD(T) 1.939
Exp 1.918 2.063

a All data are from ref 15a except the RPBE results, which
were taken from ref 23b.

Table 2. Statistical Summarya of the Errors of Four
Density Functionals for Various Molecular Properties

mean absolute error

property
mean
value

LDA
rung 1t

PBEr

rung 2t
TPSSa

rung 3t
PBE0t

rung 4t

atomization energyb 478i 83.8 17.1 6.2 5.1
ionization potentialc 10.9k 0.22 0.22 0.23 0.20
electron affinityc 1.4k 0.26 0.12 0.14 0.17
bond lengthd 1.56l 0.013 0.016 0.014 0.010
harmonic frequencye 1430m 48.9 42.0 30.4 43.6
H-bond energyb,g 13.4n 5.8 1.0 0.6 0.7
H-bond lengthd,h 2.06o 0.147 0.043 0.021 0.032
H-bond anglef 111p 4.0 2.6 2.0 1.8

a Ref 20m. b kcal/mol. c eV. d Å. e cm-1. f Deg. g Dissociation
energy for hydrogen-bonded species. h Distance between hy-
drogen and heteroatom in hydrogen-bonded species. i Based
on 148 molecules. j Based on 86 molecules. k Based on 58
molecules. l Based on 96 molecules. m Based on 82 molecules.
n Based on 10 complexes. o Based on 11 H-bonds. p Based on
13 angles. q Ref 14. r Ref 18a. s Ref 20l. t Level of DFT method
on the ladder of approximate DFT.

Table 3. Calculated and Experimental W-C Bond
Distances (Å) and First W-CO Bond Dissociation
Energies (kcal/mol), FBDEs, for W(CO)6

a

W(CO)6

method W-C FBDE

BP86b 2.116 38.8
BP86+Rc 2.049 43.7
B3LYPc 2.078 44.8
HF 37.7
MP2c 2.060 54.9
CCSD(T)c 48.0
Exp 2.058 46.0 ( 2

a Data from ref 9c. b Calculations without relativistic effects.
c Calculations with relativistic effects included.
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interactions and σ/π/δ bonding,9c,d as we shall discuss
shortly.

3.3. Importance of Relativistic Corrections for
Structures and Energies

Valence electrons in atoms and molecules have a
finite (albeit small) probability of being close to the
nuclei, and they can as a consequence acquire high
instantaneous velocities. In fact, the velocities for
valence electrons can approach that of light as they
pass in close proximity to heavier nuclei with Z >
72. It is for this reason not too surprising that
relativistic effects26 become of importance for chemi-
cal properties of compounds containing 5d block
elements in the third transition series.27 The two
main relativistic effects are the mass-velocity term,
which takes into account that the mass of the electron
is increased at high velocities, as well as the spin-
orbit coupling term. These effects can be included
without considerably increasing the computational
cost27b thanks to the development of a number of
relativistic extensions to existing DFT and wave
function methods.27b

Table 3 displays calculated and observed W-C
bond distances and first W-CO dissociation energies.
All entries, except BP86, are based on calculations
with relativistic corrections included. We note that
the nonrelativistic BP86 calculations afford a W-C
bond that is too long and too weak as compared to
experiment. By adding relativistic effects (BP86+QR),
the bond is contracted by 0.066 Å and enhanced in
strength by 4.9 kcal/mol. Both corrections consider-
ably improve the agreement with experiment. The
other relativistic calculations based on B3LYP and
CCSD(T) afford estimates in similar good agreement
with experiment. However, HF and MP2 are again
seen to respectively underestimate and overestimate
the W-CO bond energy.

The relativistic bond contraction and stabilization
for 5d elements are general phenomenons. They are
responsible for the experimental observation that
M-L bonds for 4d elements often are slightly longer
and somewhat more labile than the corresponding
bonds involving 5d element.27b,28 Figure 2 displays

calculated27b first M-CO bond dissociation energies
for M(CO)4 (M ) Ni, Pd, Pt), M(CO)5 (M ) Fe, Ru,
Os), and M(CO)6 (M ) Cr, Mo, W) with relativistic
effects included. We see for all three series of metal
carbonyls that the weakest M-CO bond is formed
by the 4d elements Pd, Ru, and Mo. Also shown at
the bottom of Figure 2 are the relativistic bond
stabilizations for the 5d elements. The corresponding
stabilizations for 4d elements amount to at the most
1 kcal/mol whereas they are negligible for 3d ele-
ments. It follows that the M-CO of the 5d elements
would be the weakest within a triad without the
relativistic stabilization, which can amount to as
much as 10 kcal/mol.

Figure 3 illustrates the M-CO bond contraction27b

for the same series of carbonyls. For M(CO)6 (M )
Cr, Mo, W) and M(CO)4 (M ) Ni, Pd, Pt), the longest
bond is for the 4d elements M ) Mo, Pd. Without
the relativistic bond contraction, the longest M-CO
bond would be with the 5d element for all three
series. It follows further that the relativistic bond
contraction is as large as 0.15 Å for M ) Pt (bottom
of Figure 3). The origin of the relativistic bond
contraction and stabilization can ultimately be traced
back to the mass increase of valence electrons (mostly
in s orbitals) moving near the nuclei. This mass
increase will reduce the kinetic energy, which in turn
allows the bonds to contract and stabilize.26-29 The
relativistic bond contraction and stabilization are
especially important for compounds containing gold
and mercury.26,29a However, it is also noticeable for
actinides.30 Relativistic bond expansions are com-
paratively uncommon and might come along with a
bond stabilization (e.g., PbO) or destabilization (e.g.,
AuF and AuCl).

3.4. Analysis of Bond Strengths
The factors that shape the strength of a chemical

bond can be analyzed in terms of well-established
chemical concepts by making use of energy decom-
position schemes. In these schemes, the M-L bond
strength is analyzed9a-d in terms of donor/acceptor
interactions and σ/π/δ bonding; see Figure 4. Some
of the more common methods are the energy decom-
position analysis scheme by Kitaura and Morakuma,9e,f

the extended transition state (ETS) method by Zie-

Figure 2. FBDE: Calculated first M-CO bond dissociation
energies for M(CO)4 (M ) Ni, Pd, Pt), M(CO)5 (M ) Fe,
Ru, Os), and M(CO)6 (M ) Cr, Mo, W) with relativistic
effects included. ∆FBDE: Relativistic contributions to
FBDE for the three 5d elements.

Figure 3. R(M-C): Calculated M-CO bond distances for
M(CO)4 (M ) Ni, Pd, Pt), M(CO)5 (M ) Fe, Ru, Os), and
M(CO)6 (M ) Cr, Mo, W) with relativistic effects included.
∆R(M-C): relativistic contraction of the M-C bond.
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gler and Rauk,9g,h and the constrained space orbital
variation method by Bagus, Hermann, and Bausch-
chlicher.9i

The top of Table 4 provides data from a decomposi-
tion analysis23i of the multiple PdE bond in (CH3)3-
P-E (E ) O, S, Se, Te) as an example of multiple
bonds between main group elements and chalco-
genides. The (CH3)3PdE bond is established by
electron donation from a PR3 σ-orbital to an empty
pσ orbital on the chalcogenide, see Figure 4, as well
as π-back-donations from pπ of E, Figure 4, to a
degenerate pair of low-lying PC σ* orbitals on PMe3.
The P-E bond strength is seen to decrease from
oxygen to tellurium. This is primarily due to a
corresponding decrease in the contribution, ∆Eσ, from
the σ-bond interaction as the energy gap between the
two σ-orbitals diminishes. The π-back-donation ∆Eπ
is not negligible for any of the systems. It attains
further a proportionally larger importance toward the
end of the family as it decreases much more slowly
than ∆Eσ. It might be surprising that ∆Eπ is largest
for the more electronegative element oxygen. This is
a synergistic effect. As charge is built up on oxygen
in the σ-donation, there is a strong need to relieve
the excess density by π-back-donation.

Data23d from a similar study of the TidE multiple
bond in Cp2TidE (E ) O, S, Se, Te) are provided at
the bottom of Table 4 as an example of multiple bonds
between a metal and a chalcogenide. Here, the σ-bond

is established as a donation of density from the
occupied dσ orbital on Cp2Ti to the empty pσ orbital
on E. On the other hand, the π-bond is due to back-
donation of charge from one occupied pπ orbital on E
to the empty dπ orbital on Cp2Ti. It is clear from Table
4 that the TidE bond decreases in strength with
decreasing electronegativity of E and that this trend
is determined by the σ-donation. Simply, the transfer
of charge from the metal is most favorable for oxygen
with the most stable pσ orbital. The π-back-donation
∆Eπ is less important in absolute terms and decreases
from oxygen to tellurium. However, in relative terms,
the importance of π-back-donation increases from Ed
O to EdTe.

The decomposition scheme can also be used to
analyze how relativistic effects influence the M-CO
bond strengths as it was discussed previously in
connection with Figures 2 and 3. Table 5 displays an
ETS decomposition of the FBDEs for the three third
row metal carbonyls according to the process M(CO)n
f M(CO)n-1 + CO-FBDE, at the nonrelativistic
BP86 (NR) and relativistic (R) BP86 levels of theory.
For Os(CO)5, consideration was only given to the case
where an equatorial CO ligand is removed. The
bonding in these species is represented by donation
of density from the σC-O orbital of the leaving CO
ligand to empty orbitals on the M(CO)n-1 fragment
(∆Eσ) as well as back-donation from the occupied dπ
orbitals on the M(CO)n-1 fragment to empty πC-O*
orbitals on the leaving CO ligand (∆Eπ). As can be
seen from Table 5, relativistic effects increase the
contribution to the bond energy from the dπ to πC-O*
back-donation interaction, ∆Eπ. This trend is under-
standable in considering the general relativistic
destabilization27b of 5d orbitals for third row atoms.
The higher energy of dπ will reduce the dπ-πC-O* gap
and thus enhance the back-donation interaction. The
effect is smallest in Pt(CO)4 where the d levels are
lowest in energy as compared to πC-O*. Because the
back-donation interaction is the dominant stabilizing
contribution to the M-CO bond energies, relativity
increases in all cases the FBDEs. The contribution
from the σC-O to metal donation interaction (∆Eσ) is
reduced by relativity in the cases of MdW and Os
due to the destabilization of the 5d orbitals, which
makes 5dσ a poorer acceptor orbital. In the case of

Table 4. ETS Decomposition of FBDE (kcal/mol) for
(CH3)3P ) E,a and Cp2Ti ) Ea,f with E ) O, S, Se, Te

bond DEo
c DEs

d DEp
e FBDEb

PdO 255.2 -347.2 -38.0 130.0
PdS 86.0 -141.2 -25.3 80.5
PdSe 67.6 -109.7 -21.5 63.6
PdTe 47.3 -71.9 -19.4 44.0

TidO 326.2 -430.7 -39.4 143.9
TidS 207.9 -267.9 -33.5 93.5
TidSe 180.2 -232.3 -28.5 80.6
TidTe 161.0 -192.6 -30.1 61.7
a From ref 23i. b FBDE ) -∆Eo - ∆Eσ - ∆Eπ. c Steric

interaction energy; see refs 23d,i as well as Scheme 1.
d Interaction energy due to σ-bond formation. e Interaction
energy due to π-bond formation. f From ref 23d.

Figure 4. Energy decomposition in terms of donor/
acceptor interactions and σ/π/δ bonding according to ref 9g.

Table 5. ETS Decompositiona of FBDE (kcal/mol) for
Pt(CO)4, Os(CO)5, and W(CO)6 at the
Nonrelativistic-B86 (NR) and Relativistic-B86 (R)
Levels

complex method DEo
c DEs

d DEp
e DEprep

f FBDEb

Pt(CO)4 NR 51.6 -25.5 -31.0 2.8 2.1
R 47.7 -30.7 -35.6 2.9 15.7

Os(CO)5 NR 69.5 -54.5 -42.5 4.0 23.5
R 65.3 -37.3 -67.2 4.5 34.7

W(CO)6 NR 39.5 -29.2 -44.2 0.3 34.2
R 35.0 -19.6 -60.1 1.0 43.7

a From ref 27b. b FBDE ) -∆Eo - ∆Eσ - ∆Eπ - ∆Eprep.
c Steric interaction energy; see ref 27b and Scheme 1. d Inter-
action energy due to ligand-to-metal σ-donation. e Interaction
energy due to metal-to-ligand π-donation. f Preparation energy.
The energy required to go from the structures of free CO and
M(CO)n-1 to the structures that the two fragments have in the
combined complex M(CO)n.
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Pt(CO)4, the donation is to a metal-based orbital with
an appreciable 6s contribution, and ∆Eσ is increased
by relativity due to the relativistic stabilization27b of
6s.

3.5. Potential Energy Curvatures and Vibrational
Frequencies

The PES of a molecule of N atoms can be expanded
in a Taylor series around the nuclear configuration
Qo{ Xi

o,i ) 1,N} to second order in terms of the
Cartesian nuclear displacements ∆Q{ ∆Xi ) Xi - Xi

o,i
) 1,3N} as31a

where

is the potential energy gradient around Qo and

is the potential energy Hessian.
For equilibrium structures, the potential energy

gradient is zero and the potential energy is thus
quadratic (harmonic) with respect to (small) nuclear
displacements. In this case, the nuclei will vibrate
as harmonic oscillators with fundamental frequencies
(νi) given by νi ) 1/2πxλi, where λi is an eigenvalue
to the eigenfunction equation31b

and F is the mass-weighted potential energy Hessian
with elements Fij ) Mi

-1/2 Hij Mj
-1/2, where Mk is the

nuclear mass for the atom with which the kth
Cartesian coordinate is associated. The displacement
RBi (normal mode) associated with νi can finally be
expressed in terms of the eigenvectors as

We note that eq 13 will have six solutions with zero
eigenvalues corresponding to the three rigid transla-
tions and rotations of the molecule.

The ability to calculate the potential energy gra-
dients of eq 11 analytically22 has been of great
practical importance for the efficient optimization of
molecular structures. A further important step for-
ward in the characterization of the PES was taken
by the efficient analytical evaluation of the energy
Hessian31c,d in eq 12. The Hessian makes it further
possible to characterize stationary points where gbi

o

) 0 in terms of energy minima where all eigenvalues
of eq 13 are zero or positive and the TS in which one

eigenvalue is negative. The eigenvalues {λi;i ) 1,3N
- 6} make it further possible to calculate the
fundamental harmonic frequencies (νi), which can be
observed experimentally.

It follows from Table 2 that the mean absolute
errors in frequencies calculated by rung 1 (LDA),
rung 2 (PBE), rung 3 (TPSS), and rung 4 (PBE0) DFT
methods are, respectively, 48.9, 42.0, 30.4, and 43.6
cm-1 for a large sample of main group molecules
where the average frequency was 1400 cm-1. The
corresponding value31e for B3LYP (rung 4) is 34 cm-1.
The errors for wave function methods31e are 56 (HF),
60 (MP2), and 37 (QCISD) cm-1, respectively. Thus,
only the highest level of wave function methods
(QCISD) affords the same level of accuracy as stan-
dard DFT schemes such as PBE (rung 2) or B3LYP
(rung 4).

3.6. Reaction Paths and TSs

The TS in Figure 1 represents the lowest energy
point on the ridge that separates the valley of the
reactants from the valley of the products. It is
characterized by having zero forces (gbi

oof eq 11) on
all atoms as well as one and only one normal mode
(RBi of eq 14) with an imaginary frequency. This
normal mode defines the reaction coordinate (RC) of
Figure 1 in the vicinity of the TS. The remaining part
of the RC in Figure 1 is obtained by performing a
steepest descent (in terms of energy) from the TS to
the reactants and the products, respectively. This
pass is most often referred to as the MEP since its
direction locally always is toward lowest energy. The
RC for the process is defined as all of the conforma-
tions of the chemical system corresponding to points
on the MEP, and the energy profile is the corre-
sponding energy points on the PES.31h

3.6.1. Optimizing TSs

Locating TSs requires an element of chemical
insight and has not yet been fully optimized from the
specification of the reactants and the products.
Strategies involve (i) finding the ridge separating
reactants and products and searching for the mini-
mum point on the ridge;32a (ii) converging an initial
path from reactants to products towards the MEP by
iteratively finding new paths in which forces perpen-
dicular to the RC are minimized;32b (iii) searching
along a preconceived RC;32c and (iv) following a
normal mode with an imaginary frequency toward
higher energies.32d,e Ultimately, the determined struc-
ture must have zero forces on all atoms and only one
imaginary frequency to qualify as a TS. Furthermore,
the corresponding reactants and products can be
found by a steepest descent to the nearest minimum.

3.6.2. Tracing the MEP

The movement of the N nuclei during a chemical
reaction can be described in classical mechanics, by
the following equations of motion:

U(Qo + ∆Q) ) U(Qo) + ∑
i

3N

gbi
o ∆Xi +

1

2
∑

i

3N

∑
j

3N

Hij
o ∆Xi ∆Xj + higher order terms (10)

gbi
o ) (δU

δXi
)

o
(11)

Hij
o ) ( δ2 U

δXi δXj
)

o
(12)

F Ci ) λi Ci (13)

RBi ) ∑
k

Cki Mk
1/2 ∆Xk ebk (14)
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where R ) 1, 2, ..., N, mR is the mass, (XR,YR,ZR) are
the Cartesian coordinates of the Rth atom, (ẊR,ẎR,ŻR)
are the corresponding time derivatives, and U is the
potential energy of the reaction system. Equation 15
completely defines the path ê(t) ) [X1(t), Y1(t), Z1(t),
..., XN(t), YN(t), ZN(t)] of the nuclei during the reaction
for a given set of initial velocities at time t ) 0. Fukui
defined the MEP from the conditions that the nuclei
move with an infinitesimal velocity at any given
point. By using this assumption and integrating eq
15 over t, it follows that

where R ) 1, 2, ..., N. Further introducing the mass-
weighted coordinate: x3R-2 ) mR

1/2 XR, x3R-1 ) mR
1/2 YR,

x3R ) mR
1/2 ZR, R ) 1, 2, ..., N, and the parameter dτ

) t dt (>0) reduces eq 16 to the MEP equation

where i ) 1, 2, ..., 3N, or in vector form

where x ) (x1, x2, ..., x3N)T and gbx ) ∇xU ) (∂U/∂x1,
∂U/∂x2, ..., ∂U/∂x3N)T. It is customary to refer to x of
eq 4 as the intrinsic reaction path34 or the MEP.31h

Equation 18 underlines that the displacement on
the MEP is in the steepest direction along -gbx. Thus,
the change in coordinates along the MEP is identical
to the steepest decent path in the mass-weighted
Cartesian coordinate system. The MEP is often
written as x(s) where s is the length of MEP at x(s)
with s ) 0 corresponding to the TS. Using that ds2 )
dx ‚ dx gives according to eq 4 ds ) |gbx| dτ. Thus, eq
18 can be written in terms of s as

which is the standard form for Fukui’s IRC equation
in mass-weighted Cartesian coordinates.

Fukui33c et al. have shown that MEP is a quasi-
geodesic curve in Riemannian space and thus the
shortest path connecting reactant to product via the
TS. Igawa33d et al. proved that the MEP corresponds
to the least motion path, which is the most favorable
reaction pathway according to the principle of least
motion.

In practice, the solution to the MEP eq 19 can be
obtained by a Taylor expansion of x(s) in terms of s
starting from the TS (s ) 0):

where ∆s ) s - s0. Equation 20 relates two points
xk+1(s0 + ∆s) and xk(so) on the MEP. For sufficiently
small values of ∆s, only terms up to n ) 1 are
required, and we get with the aid of eq 19

Hratchian and Schlegel33e have recently developed a
method in which larger steps (∆s) can be used in the
integration along the MEP by taking into account
terms up to n ) 2 in eq 20.

Constructing the MEP can be a useful tool in a
more detailed study of a chemical reaction.33 As an
illustration, consider the O-H activation of methanol
by CrCl2O2 to produce CrCl2(O)OH)(OCH3) (Scheme
1). The process has a four center TS (TS1 of Scheme
1). Figure 5 displays the change in the internal
coordinates of the reaction system from reactants (s
) -10) over the TS (s ) 0.0) to the products (s )
10.0), where s is the length of the MEP from the TS
(counted negative in the direction of the reactant).
We note that the OH methanol bond (f of TS1 in
Scheme 1) is broken just before the TS whereas the
new OH bond (g of TS1 in Scheme 1) is formed right
after the TS. Note also a decrease in the Cr-H bond
at S ) 0, as the metal assists the passage of hydrogen
from one oxygen to another.

d(mR ẊR ) ) - ∂U
∂XR

dt

d(mR ẎR ) ) - ∂U
∂YR

dt

d(mR ŻR ) ) - ∂U
∂ZR

dt (15)

mR dXR

∂U/∂XR
)

mR dYR

∂U/∂YR
)

mR dZR

∂U/∂ZR
) -t dt (16)

dxi

∂U/∂xi
) -dτ (17)

dx ) -gbx dt (18)

dx
ds

) -
gbx

|gbx|
(19)

x(s) ) x(s0) + ∆sdx
ds |s)s0

+
(∆s)2

2!
d2x
ds2 |

s)s0

+ ... +

(∆s)n

n!
dnx
dsn |

s)s0

+ ... (20)

xk+1 ) xk - ∆s
gbk

||gbk||
(21)

Figure 5. Change in internal coordinates along the MEP
for the reaction CrCl2O2 f CrCl2(O)OH)(OCH3). Reactants
(s ) -10), TS (s ) 0.0), and products (s ) 10.0).

Scheme 1. Schematic Presentation of the
Structural Changes in the Reaction CrCl2O2 f
CrCl2(O)OH)(OCH3)
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4. Influence of Environmental Effects on PES

4.1. Representing Steric Bulk
The computational modeling of inorganic reactions

necessitates as we have seen a high level quantum
mechanical treatment because lower level methods
cannot accurately treat the bond breaking and form-
ing that occurs during these processes. However, a
high level quantum mechanical study often involves
a stripped down model system that only vaguely
resembles the true system. An example of this is
depicted in Figure 6 where the “real” catalyst system
that is being modeled is shown in (a), while a likely
model of it used for a quantum mechanical calcula-
tion is shown in (b). Thus, if large ligands are
involved, they are most often neglected in high level
calculations with the hope that they do not substan-
tially influence the nature of the reaction mecha-
nisms. Unfortunately, the surrounding ligand sys-
tem, protein matrix, or solvent can often play a
critical mechanistic role. One dramatic example in
organometallic catalysis is that of the recently de-
veloped Ni(II) Brookhart polymerization catalyst,34

1 (Figure 6). Without an extended ligand system, the
catalyst acts only as a dimerization catalyst. How-
ever, by attaching an extended and sterically de-
manding ligand system, Brookhart and co-workers
were able to transform the poor polymerization
catalyst into a commercially viable one. Therefore,
quantum mechanical models, which do not treat the
extended ligand structure or solvent environment,
may yield results that are inconclusive, suspect, or
possibly erroneous. Even with the rapid development
of computer technology and modern linear scaling
methods,8,35 the full quantum mechanical treatment
of these extended systems is not expected to be
practical soon.

One reasonable approach to escape this problem
is the combined quantum mechanics and molecular
mechanics (QM/MM) method.36 In this hybrid method,

part of the molecular PES, such as the active site
region, is determined by a quantum mechanical
calculation while the remainder of the molecular
potential is determined using a much faster molec-
ular mechanics force field calculation. Such a parti-
tioning is illustrated in Figure 6c. The promise of the
QM/MM method is that it allows for simulations of
bond breakage and formation at the active site, while
still allowing for the role of the extended system to
be modeled in an efficient and computationally
tractable manner. The key feature of the QM/MM
method is that the QM calculation is performed on a
truncated “QM model” (Figure 6b) of the active site,
where the large ligands have been removed and
replaced with capping atoms (in the current case
hydrogens). Then, a molecular mechanics calculation
is performed on the remainder of the system and the
effects of the attached ligands are incorporated to
form the potential surface of the whole system where
the QM and MM regions interact with one another
via steric and electrostatic potentials.

The combined QM/MM methodology dates back to
work by Warshel and Levitt36a in 1976, but it was
not until 1986 that a practical QM/MM prescription
was developed by Singh and Kollman.36a Despite its
history, QM/MM methods have only recently received
serious attention as a practical modeling tool to
examine extended systems too large for pure QM
methods. The QM/MM modeling of proteins has also
been successful despite the impressive challenges
that these complicated macromolecules impose. An
area, which has only begun to be explored with
hybrid QM/MM potentials, is transition metal-
containing catalytic systems, such as metallo-
enzymes37a and organometallic complexes.37b It is also
possible to make hybrids between different levels of
purely quantum mechanical methods.37c In all cases,
care must be given to how one divides up the
chemical system as well as to how one stitches the
different regions together afterward.37d It is worth to
mention that a pure molecular mechanics (MM)
approach has been used successfully in many cases,
especially those not involving bond breaking or bond
formation.37e We shall now in the next section discuss
how one can incorporate the influence of the solvents
shown in Figure 6d.

4.2. Solvation Effects
The presence or absence of solvent in a chemical

system can lead to completely different chemical
behavior and reactivity. For this reason, the incor-
poration of solvent effects into quantum mechanical
PESs has been and still is an active area of theoreti-
cal chemistry. Methods for introducing solvent effects
in quantum chemical calculations can be broadly
divided into two categories38s(i) continuum
models39-41a and (ii) explicit solvent models.41b With
continuum models, the solvent molecules are not
treated explicitly but rather they are expressed as a
homogeneous medium characterized by a bulk di-
electric constant. This is shown pictorially in Figure
7a. The effect of the solvent is modeled by a buildup
of charge42 on the continuum surface such that there
is a polarization of the QM wave function within theFigure 6. Brookhart Ni(II) bisimine catalyst.
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solute cavity. The amount of charge buildup and
subsequently the polarization of the wave function
are a function of the dielectric constant of the solvent.
Continuum models have been quite successful in
capturing the general aspects of solvation and in
many cases can be used for quantitative predictions.
Because the solvent molecules are not treated ex-
plicitly, continuum models are relatively efficient. On
the other hand, the lack of an explicit treatment has
the disadvantage that continuum models do not
provide any specific information concerning the in-
termolecular interactions.43 The two most popular
continuum methods are the polarizable continuum
method40 and the conductor-like screening model
(COSMO).39

The other broad approach to introducing solvent
effects into the quantum mechanical potential surface
is to treat the solvent molecules explicitly. With
standard electronic structure calculations, this is
achieved by surrounding the solute molecule with
solvent moleculessall of which are treated quantum
mechanically. For ab initio level calculations, gener-
ally only a few solvent molecules can be included.
Although the interactions between the solvent mol-
ecules and the solute molecule are treated rigorously,
a few solvent molecules do not simulate the bulk
solvent. Therefore, even qualitative conclusions can
be dubious in nature. Recently, the Car-Parrinello
(CP)44 molecular dynamics (MD) method (see later)
has allowed for simulations of bulk liquid to be
carried out at the density functional level.45,46 Al-
though the approach is promising, it is still impracti-
cal for anything but the smallest solute and solvent
molecules (e.g., water in water and methanol in
water). The combined QM/MM approach seems well-
suited for performing explicit solvation simulations.
A natural partition exists such that the solute is
treated with QM, while the explicit solvent molecules
are handled by a much more efficient MM force field.
Pioneering the approach, Gao and co-workers47 have
demonstrated that the QM/MM method can be used
to predict solvent polarization effects at the quantita-

tive level for such properties as reaction barriers,
equilibrium constants, and solvation free energies.
Explicit solvation will be under development as an
active research area for the next 10 years.48 A method
beyond the continuum scheme that provides a real-
istic description of the molecular liquids of various
complexities is the reference interaction site model
(RISM)41b integral equation theory. This method
considers the solute in a mean field due to the solvent
molecules averaged over all orientations. The RISM
scheme is still expensive and under development.
Meanwhile, continuum models are likely to be used
extensively in the day-to-day modeling of chemical
reactions.

5. Excited States
We have up to now only discussed the PES for the

ground state. However, above at higher energies are
the PESs of the excited states. These surfaces have
been probed experimentally by spectroscopic and
photochemical methods.49 For transition metal com-
plexes, crystal- and ligand-field theory have been
used extensively to rationalize the large body of
experimental data.

The first ab initio wave function calculations7a on
transition metal excitation energies were met with
very little success as they included no (HF) or limited
electron correlation. This is perhaps not so surprising
since the degree of electron correlation can differ
between two excited states or between the ground
state and an excited state. It is now clear that highly
correlated methods are required for a proper descrip-
tion of excited states. This is underlined in Table 6
where experimental50 excitation energies for Ni(CO)4
are compared to those obtained by CASSCF,12

CASPT2,13 and the symmetry-adapted cluster con-
figuration interaction (SAC-CI)51 scheme. It is noted
that the CASSCF method with a fair degree of
correlation fails to represent the absolute value of the
excitation energies as well as the spacing between
them. However, the very expensive CASPT2 and
SAC-CI schemes both reproduce the observed spec-
trum well.

DFT is in its original formulation a ground state
theory.16 However, it has been common practice to
apply it to excited states by promoting electrons to
KS orbitals (eq 8) of higher energy52 than those
occupied in the ground state. This procedure has been
termed DFT-∆SCF, and it has been used extensively.
In fact, the first DFT calculations in chemistry
successfully made use of schemes53 similar to DFT-
∆SCF in calculations on excitation energies for

Figure 7. Modeling solvation with a (a) continuum model
and (b) explicit solvent molecules.

Table 6. Experimental and Theoretical
Dipole-Allowed Excitation Energiesa in Ni(CO)4

band

method I II III IV

CASSCF 7.3 7.5 7.6 7.7
CASPT2 4.3 5.2 5.6 6.3
SAC-CI 4.8 5.5 5.7 5.8
TDDFT 4.7 4.8 5.4 5.8
exp. 4.5 5.4 5.5 6.0

a All data (in eV) from ref 49.
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transition metal complexes. Quite recently, a rigorous
theory has been developed for the calculation of
excitation energies within the framework of DFT.54

The theory is based on time-dependent perturbation
theory (TDDFT),54d and it has even been extended
to the optimization of excited state structures.54e

Table 6 illustrates that the excitation energies cal-
culated by TDDFT for Ni(CO)4 are of the same
quality as those obtained by the much more expen-
sive CASPT2 and SAC-CI wave function methods

The electronic spectrum of the permanganate ion
MnO4

- has served50,55 as a testing ground for new
computational methods, and only a few have passed
the test due to the complicated electronic structure23g

of this seemingly simple system. It is clear50 from
Table 7 that DFT-∆SCF, TDDFT, and SAC-CI all
reproduce the electronic spectra with reasonable
accuracy, although the assignment of the second and
third bands differs among the methods (not shown50).
Unfortunately, the CASPT2 scheme is too expensive
for this molecule.50c

It is likely that TDDFT (and to some degree DFT-
∆SCF) increasingly will be used to explore the excited
state PESs of inorganic molecules, and many ap-
plications on large molecules56 have already ap-
peared. In this respect, the less expensive DFT-∆SCF
scheme can be used to map out the variation of the
energy with geometry whereas TDDFT can provide
more accurate energy information at particular ge-
ometries. The role of the more expensive CASPT2
and SAC-CI wave function methods will be to serve
as benchmark methods for smaller molecules.

6. Spectroscopic Methods
Spectroscopic methods are often used to monitor a

chemical reaction or identify intermediate species. It
is therefore natural to briefly discuss here how
theoretical methods are able to calculate spectro-
scopic parameters from first principle. We have
already previously discussed some aspects of vibra-
tional and electronic spectroscopy.

6.1. NMR Chemical Shift 57

Classically, the interaction of a nuclear magnetic
moment µbA with an external magnetic field BB is given
by

For nuclei in atoms or molecules, however, it is
experimentally observed that the external field is
shielded by the electrons and the nucleus interacts
with an effective field such that

Here, σb is the nuclear shielding tensor for a nucleus
A in a given environment. Quantum mechanically,58

σb is given by the second derivative of the total energy
(excluding the term in eq 22) with respect to µbA and
BB as

in formal agreement with eq 23. σb is dimensionless
and is usually reported in units of 10-6 (part per
million ) ppm). Its rotational average σ is the
isotropic shielding constant. Experimental data from
NMR spectroscopy usually refer to the chemical shift
of a nucleus, i.e., the change of σ with respect to a
reference nucleus in a reference compound. The
chemical shift δ in terms of the shielding constants
of the two nuclei is given by

The chemical shielding is a property that depends
on the electronic structure very close to the nuclei.
Because of the dependency of the chemical shielding
on the electronic structure close to the nuclei, it is
not very surprising that relativistic NMR effects are
very large for heavy elements.59 In particular, during
the past decade, the computation of NMR shielding
based on relativistic methods has been very success-
ful in explaining experimental trends such as the
normal and inverse halogen dependence of chemical
shifts in classes of compounds as different as organic
halides and Pt complexes.

Methods57 that can calculate chemical shifts of
main group elements are now implemented in most
standard quantum chemical packages and applied
routinely. Figure 8 displays60 the kind of error one

Table 7. Experimental and Theoretical
Dipole-Allowed Excitation Energiesa in MnO4

-

band

method I II III IV

SAC-CI 2.57 3.58 3.72 5.82
DFT-DSCF 2.57 3.42 3.76 5.99
TDDFT 2.63 3.60 4.52 5.46
exp. 2.27 3.47 3.99 5.45
a All data (in eV) from ref 49.

E ) - µbA ‚ BB (22)

E ) - µbA ‚ (1 - σb) BB (23)

σbA ) ( δ2 E
δBB δµbA

)
BB)0;µbA

(24)

δ ) σreference - σ (25)

Figure 8. Errors in calculations on chemical shifts for C,
N, O, F, Si, and P with LDA and GGA DFT methods with
and without SIC.
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can expect from various DFT methods. It is clear that
chemical shifts due to LDA (rung 1) and GGA (rung
2) have large error bars especially for N, O, and P.
These errors can be reduced by resorting to60 SIC-
LDA (rung 4) and SIC-GGA (rung 4) where the self-
interaction error inherent in LDA and GGA has been
eliminated. For wave function methods, MP2 affords
good results for H, C; however, N, O, and P require
highly correlated methods such as CCSD(T).61

It is of special interest that relativistic effects are
important even for lighter elements if these elements
are bound to a heavier metal. The point is illustrated
in Figure 9 where the shielding of 17O in various
tetrahedral oxo-complexes [MO4]n-1 is depicted. It is
seen that experiment and nonrelativistic calculations
agree well for the 3d and 4d complexes whereas
relativistic corrections are required for the 5d com-
plexes.62 For the oxo-complexes, the dominating
relativistic term is the mass increase of the electron
as it moves close to the nuclei.

Another case in which the chemical shift of a light
element is influenced by a neighboring heavy metal
is shown in Table 8, where we provide experimental
and calculated63 13C chemical shifts for a number of
metal hexa-carbonyls. It can be seen that nonrela-
tivistic shift calculations differ considerably from the
observed 13C chemical shifts. Adding the relativistic
mass effect (quasi-relativistic calculations) does not
significantly improve the agreement. A much better
agreement is obtained by including spin-orbit cou-
pling. A careful analysis of these and similar calcula-
tions reveals that spin-orbit coupling combined with
a magnetic field results in a net spin density on the

different nuclei, resulting in an additional chemical
shift.64

The ultimate relativistic effects on chemical shifts
are observed for 199Hg, one of the heaviest active
NMR nuclei. Table 9 compares calculated65 and
observed 199Hg chemical shifts for a number of two-
coordinated Hg(II) compounds. The experimental
shift range is quite large from 0.0 ppm in HgMe2 (the
reference) to -3412 ppm in HgI2, and this range is
well-reproduced by the calculations. We note further
that the chemical shift becomes increasingly negative
in the dihalogen series HgX2 (X ) Cl, Br, I). This
trend has been attributed to an increasing shielding
of the Hg nucleus as the halide becomes less elec-
tronegative. In fact, the trend is completely deter-
mined by spin-orbit contribution from the X group,
which is most important for the heavier iodide
group.65

6.2. NMR Nuclear Spin −Spin Coupling
In analogy to eq 22, the nuclear spin Hamiltonian

describes the interaction between pairs of nuclear
spins in a molecule as

for each pair of nuclei. The reduced indirect nuclear
spin-spin coupling tensor for two nuclei A and B in
a molecule is in formal agreement with the last
equation given by

As in eq 24, µbA and µbB refer to nuclear magnetic

Figure 9. Calculated and observed absolute shielding of 17O in various tetrahedral oxo-complexes [MO4]n-1.

Table 8. 13C Chemical Shifts for Metal-Carbonyls

d(C-O)a

(Å)
exp.

shiftb
NR

shiftsc quasi-reld
quasi-rel

+ SOe

[Hf(CO)6]2- 1.183 244 234 228 235
[Ta(CO)6]- 1.167 211 216 212 215
W(CO)6 1.152 192 202 198 198
[Re(CO)6]+ 1.139 171 189 184 176
[Os(CO)6]2+ 1.127 147 180 172 150
[Ir(CO)6]3+ 1.121 121 161 154 126

a C-O distances in Å. b Experimental chemical shifts from
ref 63. c Nonrelativistic chemical shifts from ref 63. d Quasi-
relativistic chemical shift without spin-orbit coupling from
ref 63. e Relativistic calculations including spin-orbit coupling
from ref 63.

Table 9. 199Hg NMR Chemical Shifts

exp.a (ppm) calcdb (ppm)

HgMe2 0.0 0.0
MeHgCl -810 -711
MeHgBr -915 -840
Hg(CN)2 -1386 -1508
HgCl2 -1518 -1524
HgBr2 -2213 -2478
HgI2 -3447 -3412

a Experimental shifts, see ref 65. b Theoretical shifts, see ref
65.

E ) µbA K6AB µbB (26)

K6AB ) ( δ2 E
δµbA δµbB

)
µA)0;µB)0

(27)
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moments. The spin-spin coupling is always present
in a molecule independent of an external magnetic
field but is usually observed in NMR chemical shifts
measurements as the fine structure of the spectrum.
The rotational average of K6AB is the reduced constant
KAB. Theoretical data for KAB are usually reported in
SI units of kg m-2 A-2 s-2 with a typical magnitude
of 1019-1023. Experimentally observed are the spin-
spin coupling constants JAB in units of Hertz. Their
relation to the reduced coupling constants is

Because the J coupling constants depend on the
nuclear magnetogyric ratios, comparisons of spin-
spin coupling constants for different types of nuclei
are more straightforward when referring to the K
values instead.

Spin-spin coupling constants between light ele-
ments (H, C, N, and O) can be calculated by DFT
methods (rung 2 or higher) with good accuracy66

whereas constants involving fluorine still are prob-
lematic. On the other hand,66 highly correlated
methods [CCSD(T)] are required for accurate spin-
spin coupling calculations based on wave function
methods for the same elements. Metal-ligand cou-
pling constants in complexes of 3d and 4 d elements67

can be calculated with reasonable accuracy by DFT
methods (rung 2) without employing sophisticated
relativistic methods (Table 10). However, for metal-
ligand coupling constants involving 5d elements,
relativistic effects are necessary. This is illustrated
in Figure 10 where calculated and observed W-X
coupling constants are compared for X ) H, F, and
C. The comparison is excellent when relativistic
effects are included (filled markers) whereas non-
relativistic methods (open markers) afford data in
poor agreement with experiment.68

Coordination of solvent molecules to the metal has
to be taken into account in spin-spin coupling
calculations69 on coordinatively unsaturated metal
complexes. This is the case even for such solvents
that can be considered as “inert” for chemical shifts.
The point is underlined in Table 11 where calculated
Hg-C coupling constants are calculated and com-
pared to experiment with two, three, or four solvent
molecules coordinated to the metal. The calculated
K values are seen to converge to experiment as the
first metal coordination sphere becomes saturated.
Figure 11 summarizes the good agreement between
relativistic DFT calculations and experiment for
M-C coupling constants with M ) W, Pt, Hg, and

Pb after addition of solvent molecules, if required. A
more extensive discussion can be found in ref 70.

6.3 EPR g-Tensor
The gb-tensor of electron paramagnetic resonance

(EPR) is observed when placing a paramagnetic
molecule in an external magnetic field BB. If the effect

Table 10. Reduced K(M-C) Coupling Constantsa

molecule K(M-C) calcd K(M-C) exp.

[V(CO)6]- 129 146
Fe(CO)5 220 239
[Co(CO)4]- 348 380
Mo(CO)6 293 344
[Nb(CO)6]- 262 319
[Rh(CO)5]- 713 778

a 10-19 kg m-2 s-2 A-2. b DFT (rung 2) calculations from ref
67.

JAB ) h
4π2

γA γB KAB (28)

Figure 10. One-bond metal-ligand spin-spin coupling
constants (W-C, W-H, and W-F, absolute values) in some
tungsten complexes. Data based on nonrelativistic (open
markers) and scalar relativistic (filled markers) DFT
computations, from ref 68.

Table 11. Computed Hg-C One-Bond Couplings
Constants K with 2, 3, or 4 Solvent Molecules
Coordinated to Metal

compounds solvent +2 solv. +3 solv +4 solv. exp.

HgMeCl CHCl3 223.5 233.5 277.1 263.1
DMSO 260.3 295.2 307.8

HgMeBr CHCl3 218.9 227.2 256.3
DMSO 253.8 293.6 299.9

HgMeI CHCl3 192.9 241.2 239.3
DMSO 251.0 295.4 283.1

HgMe2 CHCl3 108.0 121.8 126.6
DMSO 118.5 130.7 133.4

Hg(CN)2 MeOH 513.1 560.7 577.8
THF 511.5 581.8 558.5

a 10-19 kg m-2 s-2 A-2. b DFT (rung 2) calculations from ref
69 with relativistic effects included.

Figure 11. Twenty-three metal-ligand one-bond spin-
spin coupling constants in complexes containing W, Pt, Hg,
and Pb. Data are based on scalar relativistic DFT compu-
tations from ref 68.
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is entirely due to a nonvanishing spin magnetic
moment µe related to an effective spin vector SB of the
molecule, sometimes the term ESR is preferred. We
will entirely focus on the latter here. In analogy to
the NMR shielding tensor, the ESR g5-tensor can be
defined via an effective spin Hamiltonian that in-
cludes the interaction of the electron spins with an
external magnetic field and with each

Equation 29 follows the usual sign conventions for
∆g5. The eigenvalues of the effective spin Hamiltonian
are intended to correspond to the experimentally
observed energy levels. D is responsible for a zero-
field splitting caused by the electron spin-spin
interaction in analogy to the coupling K between
nuclear spins, but it can be neglected from the
discussion for the limit of a strong external field. The
constant g is related to the free electron g-value and
can therefore be omitted from the computations. In
this case, the ∆g5-tensor is in formal agreement with
the eigenvalues of the spin Hamiltonian of eq 29
given as

where the derivative with respect to a nuclear
magnetic moment in the case of NMR shieldings is
replaced here by the derivative with respect to the
electronic spin vector SB. The tensor ∆g5 is dimension-
less just as the NMR shielding tensor, and results
are typically reported in units of 10-6 (ppm) or 10-3

(part per thousand, ppt).
Calculations of ∆g5 tensors for main group elements

have been discussed in ref 71. Figure 12 summarizes71c

results for a number of diatomic main group mol-
ecules. The absolute error in the isotropic ∆g shifts

is 3.3 ppt where the range of the observed ∆g values
is -80 to 40 ppt. Figure 13 displays71c a comparison
between calculated and experimental data for a
number of diatomics containing one transition metal
and one main group element. This sample is of
relevance to transition metal complexes. The absolute
error in the calculated isotropic ∆g shifts is 6.0 ppt
where the range of the observed ∆g values is -80 to
40 ppt. Thus, the error in these transition complex
models is only slightly higher than in main group
compounds.

Transition metal studies72 have been carried out
by Patchkowskii on d1 complexes of the type MEX4,
with M ) V, Cr, Mo, W, Tc, and Re; E ) O, N; and X
) F, Cl, and Br as well as on Co(CO)4 and [Fe(CO)5]+

by Malkina73 et al. Other more recent DFT applica-
tions of theoretical methods to ∆g5 tensors of transi-
tion metal complexes include in particular studies on
metal porphyrins,74,75 Fe, Ru, and Os nitrosyl com-
plexes,76 model complexes for the active center of

Figure 12. Calculated vs experimental values for a set of mixed main group diatomic high spin radicals, from ref 71c.
The ∆g| values are generally very small and not displayed.

Ĥeff ) 1
2

BB(g + ∆g5) ‚ Ŝ + ŜD6 SB (29)

∆g5 ) 2( δ2 E
δBB δSB)

BB)0;SB)0
(30)

Figure 13. Calculated vs experimental values for a set of
mixed main group and transition metal diatomic high spin
radicals, from ref 71c. The ∆g| values are generally very
small and not displayed.
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[NiFe]-hydrogenase,77 or biologically relevant vanadyl
complexes.74

6.4. ESR A-Tensor
Another ESR analogue of nuclear spin-spin cou-

plings is the A-tensor or hyperfine tensor. The
effective Hamiltonian for the interaction of the
electronic spin with one of the nuclear spins is78

As for the properties in previous sections, the A-
tensor is here in formal agreement with the eigen-
values of eq 31 given as

that is, the effect of the presence of nuclear spin
angular momentum on the electronic spin in a
molecular environment is investigated. Note that µbA
) γA IBA. Equation 32 follows a common convention
for the definition of A6. Values are typically given in
SI units of MHz, or in cgs units of G (Gauss), with a
conversion factor of approximately 2.802 MHz/G.79

A comprehensive comparison between DFT and
coupled-cluster ab initio methods for the computation
of A-tensors has been carried out recently by Mun-
zarová and Kaupp and is specifically geared toward
applications to transition metal complexes.80 They
found that “none of the investigated functionals
performs well for all complexes”, including hybrid
functionals. The coupled-cluster approach did yield
very accurate results for the smaller molecules of the
test set with a tendency for underestimation of the
experimental reference values, but it is still prohibi-
tively expensive for larger systems. The problems
with the density functionals have been attributed to
difficulties in order to get the correct balance between
core spin polarization (which determines the hyper-
fine coupling constants) and valence spin polariza-
tion, which causes problematic spin contamination.81

The mechanism of ESR hyperfine coupling has been
subsequently studied in detail in ref 82 outlining the
leading role of overlap between the singly occupied
orbital of a doublet system with certain doubly
occupied valence orbitals. However, the results were
within approximately 10-15% error for most of the
complexes and most of the functionals, allowing for
a reliable interpretation of the results in comparison
with experiments. A similar range of accuracy has
also been quoted by Belanzoni83 et al. where a large
set of linear molecules have been studied. In this
work, the A-tensors have also been analyzed in detail,
based on Mulliken populations of the singly occupied
molecular orbitals and semiquantitative estimates of
the orbital mixing due to spin-orbit coupling. On the
basis of elaborate studies of the fluorine A-tensor in
TiF3, Belanzoni84 et al. have also pointed out the
difficulties regarding experimental reference values,
since often theoretical assumptions are made in order
to determine the experimental data. After reconsid-
ering the experimental analysis for TiF3, good agree-

ment between the theoretical approach84 and the
experiments could be achieved.

6.5. Vibrational Spectroscopy
We have already in section 3.5 discussed how the

PES of a molecule of N atoms can be expanded in a
Taylor series around a nuclear configuration Q0. We
shall in this section discuss how such an expansion
can be used in a theoretical discussion of vibrational
spectroscopy.

6.5.1. Harmonic Frequencies
Assuming, to lowest order, a quadratic form for the

PES in the vicinity of the equilibrium structure for
a molecule, the potential energy U as a function of
the mass-weighted nuclear displacements ∆xbk )
(xMk∆Xk,xMk∆Yk,xMk∆Zk) can be written as

The energy scale has been chosen here such that U
) 0 when the nuclei are in their equilibrium positions
and ∆XBk refers to displacement of atom k from these
positions, whereas Ma is the mass of atom a. Finally,
F6 is the energy Hessian with respect to the mass-
weighted nuclear displacements discussed in section
3.5.

As mentioned previously, the normal modes RBi of eq
14 are the eigenvectors of F6 according to eq 1 while
its eigenvalues λi are the mass-weighted force con-
stants associated with the RBi. From this, the vibra-
tional spectrum of the molecule in the harmonic
approximation can be calculated, since the frequency
ωi of a harmonic oscillation is related to the mass-
weighted force constant λi by

Frequency calculations in the field of transition
metal chemistry are not yet fully explored. However,
indications31f,g are that frequencies are well-repre-
sented by standard DFT methods, whereas one must
go beyond HF when using wave function methods in
order to obtain the same accuracy.

The accuracy of various computational approaches
and in particular of DFT for the calculation of
harmonic force constants of transition metal carbo-
nyls and carbonyl hydrides has been investigated,
e.g., in a series of papers by Jonas and Thiel31f,85 as
well as Berces.31g An overview of applications to
transition metal complexes is also presented in the
DFT textbook of Koch and Holthausen.86 It was found
that DFT performs generally well for such molecules
and properties, while HF and MP2 did not yield very
satisfactory results. With GGA functionals (rung 2),
typical deviations for vibrational frequencies as
compared to experiment were found to be in the
range of 0-30 cm-1 with a tendency to overestimate
metal-carbon stretching frequencies and to under-

Ĥeff ) SB A6 IBA (31)

A6 ) ( δ2 E
δIBΑ δSB)

IBA)0;SB)0

(32)

U ) 1
2

∆xb+ F6 ∆xb (33)

F6 ) ( δ2 U
δ∆xbk δ∆xbl

)
∆xbk)0,∆xbl)0

(34)

ωi ) 2πνi ) xλi (35)
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estimate the C-O stretching frequencies.85a Trends
for the change in the C-O frequencies upon com-
plexation were also well-reproduced. The remaining
errors are well within what one might expect from
harmonicity corrections or frequency shifts due to a
surrounding matrix. For the carbonyl hydrides, the
metal-H stretching frequencies were typically over-
estimated by 30-50 cm-1 for the 3d metals and by
10 cm-1 for the other metals.

6.5.2. IR Intensities
The harmonic frequencies discussed in the last

paragraph can be combined with a computation of
the respective intensities that would be observed for
the absorption of an IR light beam of the respective
energy in order to simulate IR vibrational spectra.
The intensities IR are (in the double harmonic ap-
proximation87) proportional to the square of the
derivative of the electric dipole moment DB of the
molecule with respect to nuclear displacements along
the normal coordinates;88 that is, this leads to another
second energy derivative of the form

since the lowest order energy change of a molecule
in an electric field EB is given by -DB0 ‚ EB and,
therefore, DB0 ) -(δE/δEB)EB)0. The constant of propor-
tionality in eq 36 is (4πεo)-1(NAπ)/(3c2)dR, with dR
being the degeneracy of the normal mode.87 IR
intensities are usually reported in units of km/mol.

Methods for IR intensity calculations are imple-
mented in most quantum chemistry programs. Sev-
eral of the aforementioned papers dealing with
vibrational spectra of transition metal complexes
have therefore also compared the computed intensi-
ties to experimental data. Because of certain difficul-
ties in the experimental determination of absolute
intensities, often only relative values are given. In
ref 89, absolute experimental IR intensities for the
strong absorption bands ν3 of UF6, NpF6, and PuF6
(and also of the weaker ν4 for UF6) have been
reported. Intensities for UF6 and PuF6 could be
reproduced by the DFT methods (GGA) within 15%
error. An early application of DFT to IR intensities
has been carried out in ref 90 for Ni(CO)4 and Cr-
(CO)6, in good agreement with the available experi-
mental data for both relative and absolute intensities.
In case spectra are simulated from theoretical cal-
culations, the usual procedure is to superimpose the
calculated line spectrum with Gaussian or Lorentz
curves and to directly compare the experimental and
the simulated spectrum. Figure 14 displays some
simulated IR spectra of metal tris-acetylacetonates,
from ref 91. As can be seen, the agreement of the
experimental spectra with theoretical predictions is
excellent and allows for a complete assignment of the
spectra. Because of the good overall agreement, the
authors of ref 91 concluded that the experimentally
observed band at around 800 cm-1 that is not present
in the theoretical simulations is not a fundamental
frequency. As further examples, Mg and Zn porpyrin
spectra have been investigated in ref 92, and Ni

porphyrin spectra in ref 93, with similar success in
the assignment of the experimental spectra. Limita-
tions in the first principles calculation of IR spectra
along with examples have been discussed, e.g., in ref
94. Theoretical approaches, related technical details,
and further applications have been reviewed, e.g., in
ref 95.

Vibrational modes that are not IR active might be
detected by Raman spectroscopy. Raman intensities
are calculated by replacing the dipole moment DB in
eq 36 by the polarizability tensor. Calculations of
Raman intensities are likely to emerge soon although
they are somewhat more expensive96 to evaluate than
IR intensities.

6.5.3. Vibrational Circular Dichroism (VCD)

Chiral molecules will have different IR absorptions
for right and left circular polarized light. VCD97 deals
with recording this difference. Applications of first
principles theories of VCD have been of considerable
interest during the past two decades.98-100 As with
most other properties being discussed so far, more
recent developments and applications have concen-
trated more on DFT because of its computational
efficiency. The first calculation for a molecule con-
taining a transition metal has appeared only very
recently,101 employing DFT. The VCD of the complex
Zn(sp)2Cl2, with sp ) 6R,7S,9S,11S-(-)-sparteine,
has been investigated experimentally and by DFT
computations (B3LYP). Figure 15 displays the results
that have been obtained for the vibrational spectrum.
It can be seen that the theoretical results are in good

IR ∝ | δDB
δRR

|
RR)0

2
) | δ2 E

δRR δEB|
RR)0;EB)0

2

(36)

Figure 14. Simulated and experimental IR spectrum of
Fe(acac)3 (upper figure) and Cr(acac)3 (lower figure), from
density functional calculations, from ref 91; acac ) acety-
lacetonate.
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agreement with the experimental spectra. We briefly
note that there exists also corresponding Raman
circular dichroism (CD) effects; see, for example, ref
102 for details and literature references.

6.6. UV Spectroscopy
We have already discussed the calculation of

electron excitation energies for molecules and transi-
tion metal complexes in section 5. These studies can
be extended to include intensities of the excitations
as well. Intensity calculations are still a field under
development, and the agreement with experiment is
at best qualitative.58

6.6.1 CD and OR
CD is a chirality effect and is observed as the

difference ∆ε of the absorption intensities for left- and
right-hand circular polarized light. This difference is
related to the OR parameter â that is given theoreti-
cally103 (in Gaussian units) by

where

is the rotatory strength for the excitation o f j.
Furthermore, Ψo is the ground state with the energy
Eo whereas Ψj is the wave function for the excited
state j with the energy Ej. Also, D̂ and M̂ are the

operators for the electric and magnetic dipoles,
respectively, whereas ω is the frequency of the
absorbing light.

Experimentally, the rotatory strength is related to
the integrated intensity of the experimentally ob-
served signal ∆ε for the reference state “0”:

The constant of proportionality in the last equation
is approximately 22.97 × 10-40 esu2 cm2, referring
to cgs units in which the rotatory strengths are
usually reported.

Related to CD is optical rotation (OR),103 the
rotation of plane polarized light (a superposition of
right- and left-handed polarized light). The macro-
scopically observed OR is usually reported in experi-
mental work in the form of the specific rotation [R]λ
in degrees per (g/cm3) and per dm (length of the
cuvette) for wavelength λ of the perturbing field.
Gaussian units are still commonly used in theoretical
work related to optical activity, in which case the OR
parameter â is in units of cm4. The conversion factor
to specific rotations is then

with NA being Avogadro’s number, M the molecular
weight in g/mol, and λ the wavelength in cm.

The calculation of ORs and CD by time-dependent
DFT has in the past few years received attention
from several research groups, and implementations
into various codes have been reported quite re-
cently.104 Methodology involving ab initio codes and
earlier semiempirical approaches is described, e.g.,
in ref 105. We refer also to ref 105 and references
therein for more detailed overviews regarding ap-
plications to organic molecules, and to ref 106 in
particular for an overview of common computational
methodology until 1994.

OR and CD for transition metal complexes have
been analyzed extensively by semiempirical treat-
ments based on the ligand field model.107 It allows a
qualitative understanding of the CD effect of the
lowest energy excitations in terms of small deviations
from nonchiral parent symmetries and the associated
mixing of orbitals of different parent symmetries
upon the chiral distortion of a complex. A very well-
studied system108 is here the complex [Co(en)3]3+ (en
) ethylenediamine) and related tri-(bis-amine) com-
plexes of cobalt and rhodium (Figure 16). These
systems have recently been the subject of the first109

Figure 15. Experimental and calculated (DFT) IR (bot-
tom) and VCD (top) spectra of Zn(sp)2Cl2, from ref 101. The
observed spectra have been offset for better readability.

Figure 16. ∆- and Λ- configurations of Co(en)3
3+.

Roj ) const. ∫CDBandj
dE
E

∆ε

l/(mol cm)
(39)

[R]λ ) 28800 ‚
π2NA

λ2M
â(λ) (40)

â )
2

3p
∑

j

Roj

(Eo - Ej)
2/p2 - ω2

(37)

Roj ) Im [〈Ψo |D̂| Ψj〉 〈Ψj |M̂| Ψo〉] (38)
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CD study of metal complexes based on TDDFT. It
follows from this study that the optical activity of this
type of complexes can be related to the azimuthal
distortion of the MN6 framework away from the
octahedral geometry (Figure 17). This distortion
allows metal t2g type d orbitals to mix with eu ligand
basedσ-orbitals.109bFigure18acomparesthesimulated109c

and observed CD spectum for [Rh(pn)3]3+ (pn ) 1,2-
propyl-diamine). The agreement is not quite as good
for the corresponding cobalt complexes where d-d
transitions are calculated at too high energies whereas
ligand-to-metal transitions are calculated at too low
an energy.109 For systems with heavier metals and
unsaturated organic ligands, excellent results109d can
be achieved.

6.6.2. Magnetic CD (MCD) and Magnetic OR (MOR)
In the 1840s, Michael Faraday observed110 that in

the presence of a magnetic field a substance that is
optically inactive will rotate plane polarized light.
This effect has become known as MOR or the Fara-
day effect. The magnitude (φ) of the MOR induced
by a given substance was found to depend on the
frequency (ω) of the incident light and to vary linearly
with the applied magnetic field (BB). This led to the
definition of the Verdet constant, V.

The transitions of chiral substances have differing
absorption coefficients for left and right circularly
polarized light ∆ε and will therefore induce CD as
mentioned in the last section. All substances will

exhibit CD if a magnetic field is applied parallel to
the incident light. This phenomenon is called MCD.

MOR spectra are more difficult to interpret than
MCD spectra, and the latter is therefore used sig-
nificantly more often. A quantitative theory of MCD
was derived about 40 years ago111 in which it was
demonstrated that an MCD signal can generally be
interpreted in terms of three parameters, which are
denoted the A, B, and C terms

Here, F is the density of state of the frequency ω, and
γ is a proportionality constant. Ref 112 contains
reviews of earlier work in transition metal chemistry
based on ligand-field theory whereas semiemperical
studies of organic molecules can be found in ref 113.
Relatively few ab initio wave function studies of MOR
or MCD have been reported. The majority of publica-
tions have dealt with calculations of the Verdet
constant of small molecules,114whereas only a few
studies of MCD parameters have appeared. DFT
formulations for the Verdet115 term as well as the A116

and C117 terms of MCD are also emerging.

7. Determination of Reaction Rates from PESs
Observed reaction rates are macroscopic averages

over a large number of “chemically identical systems”
passing with diverse initial velocities from the reac-
tant valley to the product valley along different
trajectories. Thus, to determine the rates, one must
either perform a large number of trajectories in an
approach based on dynamics or introduce statistical
theories based on ensemble distributions. This sec-
tion will deal with dynamical approaches whereas
statistical theories will be discussed in the next
section.

In classical dynamical approaches, the reaction
rate for a chemical calculation is determined by
averaging118 a statistically representative number of
trajectories with different initial conditions that
brings “the same chemical system” from reactant to
product.

In the classical trajectory calculations, the nuclei
are allowed to move on the potential surface accord-
ing to Newton’s classical laws of motion (eq 43)

where i ) 1, 2...Nnuc. Thus, the position xbi(t + ∆t) of
nucleus i at time t + ∆t can be deduced from the
position, velocity, and force at t as

It is thus possible in a number of time steps (∆t) to
propagate the system from reactant to product. We
shall refer to the literature for the exact way in which
a statistically representative number of trajectories
are selected as well as how they are averaged to

Figure 17. Azimuthal distortion of octahedron.

Figure 18. Experimental and simulated CD spectra of Rh-
(R-pn)3]3+. Excitation energies and rotatory strengths are
plotted as vertical bars. Experiment (dotted lines) and
simulation (solid lines); from ref 109c.

φ ) V(ω) ‚ BB (41)

∆ε(o f j) ) γ[A ∂F
∂ω

+ (B + C
kT)F] B (42)

mi
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∂t2
) -

∂U (XB1,XB2,...,XBi,...XBN)
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XBi(t + ∆t) ) XBi(t) +
δXBi(t)
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2mi
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δXBi
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produce a reaction rate.119 However, we shall in the
following discuss how one in practice obtains the
potential energy gradients δU/δXBi required to propa-
gate the trajectories according to eqs 43 and 44.

7.1. Classical Trajectories with Fitted PESs Based
on Empirical Force Fields or ab Initio
Calculations

The first chemical trajectory calculations were
based on empirical PESs.120 Of special historical
importance has been the LEPS120 (London-Eyring-
Polanyi-Sato) surface for triatomic molecule. The
LEPS was used in the period from 1950 to 1980 to
develop many of the basic concepts of MD. In more
recent years, generalized empircal potentials for
chemical reactions have been developed by Rappé121

et al. The potential by Rappé can be used even for
transition metals and holds great promise for large
systems including metal surfaces.

Within the past 20 years, empirical force fields for
small systems have given way to PESs obtained by
fitting122 data generated123 by high level ab initio
wave function methods. The new potentials for tri-
atomic (O + H2, Cl + HCl, H + H2, etc.) and a few
four-atom systems (H2 + H2, OH + H2, etc.) make it
possible to test quantitatively kinetic rate theories
against highly accurate experimental measurements.
Unfortunately, fitting multidimensional functions
with more than four nuclei is a formidable and in
practice intractable task. This method has as a
consequence not been used much for inorganic sys-
tems. Fortunately, alternatives to methods based on
fitted potential surfaces do exist as we shall show in
the next section.

7.2. Classical Trajectories from ab Initio Energy
Gradients

As an alternative to fitting the PES to ab initio
data, the energy gradient -dU/dX (eqs 43 and 44)
needed to determine the position at xbi(t + ∆t) (eq 44)
can be calculated directly by ab initio methods. This
procedure has been termed direct dynamics.124 It
requires a full electronic structure calculation in
which the expansion coefficients of eq 9 {Cik;i ) 1,n;k
) 1,m} are fully optimized for each time step, ∆t.
Because some 10 000-50 000 time steps are required
in one trajectory, this method is still too expensive
for all but the smallest of systems. The propagation
of the atoms on a potential surface according to eqs
43 and 44 is often referred to as MD.

Direct dynamics125 has been carried out on a large
number of reactions involving main group elements
with up to 15 atoms by Gordon,125 Hase,126a Sun,126b

and many others. The method has in addition been
extended to excited states and photochemical reac-
tions.127 Of particular interest here is the study of
photodissociation by a CO ligand from chromium
hexacarbonyl by Robb et al.,128 which is one of the
first applications of direct dynamics to transition
metal complexes. There have been several recent
attempts to speed up direct dynamics calculations;129

these developments hold the promise that direct
dynamics can be applied to larger systems.

A powerful tool for analysis of results from direct
dynamics has been provided by Miller et al.130 in the
form of the reaction path Hamiltonian approach
(RPHA). The RPHA can be used131 to analyze trajec-
tories that follow the valley around the IRC discussed
in 3.62; see also Figure 19. A given point QBk-
(XBk,1,XBk,2,...,XBk,i,XBk,j,...,XBk,3N) along a trajectory is de-
scribed in terms of a point on the IRC given by xb(sk),
see eq 20, and the 3N - 7 normal modes RBki
perpendicular to the IRC as well as the total rotation
LBk and translation TBk. The total energy is partitioned
according to a harmonic analysis into potential and
kinetic energy of the coordinates xb(sk),RBki (I ) 1,3N
- 7), LBk, and TBk. As the system progresses along the
trajectory QBk (k ) 1,n), one can now study how energy
flows between the different degrees of freedom xb(sk),RBki
(I ) 1,3N - 7), LBk, and TBk as k changes. The RPHA
is a natural extension of the IRC analysis at T ) 0 K
to finite temperatures.

7.3. Classical Trajectories from ab Initio Theory
Based on the CP Method

In 1985, Car and Parrinello132 developed a direct
dynamics scheme in which the orbital coefficient
{Cik;i ) 1,n;k ) 1,m} formally is considered as
dynamic quantities with fictitious masses µ and
propagated in time according to

parallel to the nuclear positions according to eq 45.
Formally, the nuclear and electronic degrees of

freedom are cast into a single, combined Lagrangian:

where the first two terms represent the kinetic
energy of the wave function and nuclei, respectively,
the third term is the potential energy, and the last
term accounts for the orthogonality constraint of the
orbitals. If the fictitious masses are such that the

Figure 19. Decomposition of a trajectory (red line) into
motions along the IRC (green line) and normal modes
perpendicular to the IRC.
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fictitious kinetic energy of the wave function is very
small as compared to the physically relevant kinetic
energy of the nuclei, then the CP method propagates
the electronic configuration very near to the proper
Born-Oppenheimer surface. The generated elec-
tronic structure oscillates around the Born-Oppen-
heimer surface, which over time gives rise to stable
MD. The coupled CP dynamics, therefore, results in
a speed up over conventional direct dynamics since
the electronic wave function does not have to be
converged at every time step; instead, it only has to
be propagated. The primary disadvantage of the CP
scheme is that the electronic configuration oscillates
about the Born-Oppenheimer wave function at a
high frequency. Therefore, to generate stable MD, a
very small time step must be used, usually an order
of magnitude smaller than in conventional ab initio
MD. The CP method has been use to study the
trajectory from the TS to the products and reactants
in a number of organometallic reactions.133 Such
studies are highly informative but do not provide
quantitative information about reaction rates due to
the limited number of studied trajectories. The CP
method has been extended to include QM/MM134 and
the COSMO135 solvation model. The CP method is an
example of an ab initio molecular dynamics (AIMD)
method since no empirical input is needed.

The CP method was initially implemented into
programs based on plane waves where the energy
gradient can be evaluated very efficiently. Unfortu-
nately, for larger systems, the number of plane waves
increases as L,3 where L is the length of the unit cell
used in the plane wave calculation. To avoid this
unfavorable scaling, Hutter136 et al. have recently
developed a CP scheme based on regular atom-
centered Gaussian basis functions, which promise to
be faster than plane wave CP methods for larger
systems.

7.4. Quantum Dynamics with Fitted PESs

Quantum dynamics makes use of the time-depend-
ent Schrödinger equation for a system

of N nuclei with the potential energy E. The method
is only feasible for up to three nuclei. However, for
larger molecules, the remaining degrees of freedom
can be treated as “background”. Quantum dynamics
has been used extensively for hydrogen-containing
systems where tunneling might be of importance.
Examples from inorganic chemistry are absorption
of H2 on metal surfaces,137a exchange of hydrogen
between hydride and dihydrogen ligands137b in tran-
sition metal complexes, and photodissociation of
H2

137c or H137d from metal complexes. It is likely that
this method will be used extensively to probe quan-
tum effects in processes involving hydrogen atom
transfer137e where quantum effects such as tunneling
will be especially important.

8. Determination of Reaction Rates from PESs
Using Statistical Approaches

The most well-known statistical approach to the
calculation of reaction rates is the TS theory by
Eyring138b in which the degrees of freedom perpen-
dicular to the RC at the TS are assumed to be in
thermal equilibrium with degrees of freedom of
reactants and products. The rate constant for reac-
tions in the condensed phase can according to the TS
theory by Eyring be written as

where ∆G#,0 is the standard state free energy of
activation, kB is the Boltzmann constant, p is Plank’s
constant, and κ is the transmission constant. The κ
factor takes into account the probability of trajectory
recrossing over the TS ridge as well as nonequilib-
rium and quantum effects. However, it is often taken
as κ ) 1. We shall in the following discuss how the
TS theory is used in practical calculations.

8.1. TS Theory Based on the Harmonic
Approximation

In conventional TS theory, ∆G#,0 is evaluated138b

at the saddle point of the PES of the reaction (Figure
1) using standard expressions from statistical
mechanics138a based on the relative energies, vibra-
tional frequencies, total masses, and moments of
inertia of reactants, TSs, and products. The vibra-
tional frequencies are readily available from elec-
tronic structure calculations within the harmonic
approximation.138a In the variational transition state
theory (VTST) by Truhlar,138b ∆G#,0 is taken at the
top of a minimum free energy path that connects
reactants and products rather than at the top of the
MEP. However, the extra cost has so far prevented
the application of VTST to transition metal com-
plexes.

A systematic study on the performance of different
theoretical methods with respect to the calculation
of activation barriers and free energy of activation
is available for organic reactions139 but not yet for
inorganic processes. The most extensive evaluations
are on coordinatively unsaturated metal ions at-
tached to a single organic molecule140a,b or ligand.140c

However, these seemingly simple systems have an
electronic structure that is much more complex than
larger coordinatively saturated complexes. Some
comparisons between theory and experiment have
been carried out for ligand substitution processes in
octahedral141 and square planar complexes,142 migra-
tory insertion of CO137b and ethylene143 into metal-
alkyl bonds, and oxidative addition of H-H144a and
H-C144b bonds to metal centers. The picture emerg-
ing from the limited data is similar to that reached
for thermodynamic properties.9c Thus, among the
wave function methods, CCSD(T) is required for 3d
elements to obtain accurate barriers ((5 kcal/mol)
whereas the lower level MP2 theory can be used in
some cases for 4d and 5d elements. For DFT, the
GGA schemes (PB86 and RPBE) as well as B3LYP
afford in most cases kinetic barriers within 5 kcal/
mol.

-
p
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A number of excellent review papers have already
appeared on the application of first principle methods
to inorganic reactions based on the Eyring TS theory.
They cover studies on ligand substitution reactions,145

insertion reactions,145,146a oxidative addition,145,146b,e

nucleophilic145a and electrophilic145a attack, as well
as metallacycle formation146c,146d and surface chem-
istry.147 Reviews are also available on application to
homogeneous148a and heterogeneous148b,c catalysis as
well as metalloenzymes.148d-f

The thermal rate constant of a chemical reaction
can be calculated using VTST in conjunction with
IRC,149 and dynamic properties can also be obtained
by means of analyzing the curvature along the IRC,
based on the RPHA due by Miller131 et al.

8.2. TS Theory Based on Thermodynamic
Integration

The harmonic approximation used above is excel-
lent in many cases. However, for processes where
weak intermolecular forces dominate, the harmonic
or quasi-harmonic approximation breaks down.150 In
these cases, AIMD simulations can be utilized to
determine reaction free energy barriers. An MD
simulation samples the available configuration space
of the system in order to produce a Boltzmann
ensemble from which a partition function can be
constructed and used to determine the free energy.
However, finite MD simulations can only sample a
restricted part of the total configuration space,
namely, the low energy region. Because estimates of
the absolute free energy of a system require a global
sampling of the configuration space, only relative free
energies can be calculated.

A number of special methodologies have been
developed to calculate relative free energies. Because
we are interested in reaction free energy barriers, the
method of choice is derived from the method of
thermodynamic integration.151 Assuming we are sam-
pling a canonical NVT ensemble, the Helmholtz free
energy difference, ∆A, between an initial state with
λ ) 0 and a final state with λ ) 1, is given by eq 49.

Here, the continuous parameter λ is such that the
potential E(λ) passes smoothly from initial to final
states as λ is varied from 0 to 1. Because the free
energy function can be expanded in terms of the
partition function:

the relative free energy ∆A can be rewritten as

or

where the subscript λ represents an ensemble aver-
age at fixed λ. Because the free energy is a state,
function λ can represent any pathway, even non-
physical pathways. However, the ideal choice is the
MEP. The RC can be sampled with discrete values
of λ on the interval from 0 to 1 or carried out in a
continuous manner in what is termed a “slow growth”
simulation149a by

where i indexes the step number. Here, the free
energy difference becomes the integrated force on the
RC. It can be thought of as the work necessary to
change the system from the initial to final state. The
discrete sampling resembles a linear transit calcula-
tion such that a series of simulations is set up
corresponding to successive values of the RC from the
initial to final state. For each sample point, the
dynamics must be run long enough to achieve an
adequate ensemble average force on the fixed RC. In
a slow growth simulation,151a the RC is continuously
varied throughout the dynamics from the initial to
the final state. Thus, in each time step, the RC is
incrementally changed from that in the previous time
step.

Margl and co-workers have pioneered the use of
the slow growth method in studies of reactions
involving metal complexes with AIMD. These studies
include C-H activation152a of methane by a Rh(I)
complex, CO insertions into metal-alkyl bonds,60b,152b

olefin insertion into the metal-ethyl bond of Cp2Zr-
(C2H5)(+)152c and (CpSiH2NH)Ti-(C2H5)(+),152d chain
termination in (CpSiH2NH)Ti-(C2H5)(+),152e formation
of dihydrogen allyl complex from CpSiH2NH)Ti-
(C2H5)(+),152f and olefin complexation to Ni(II).152g The
application of the slow growth method to transition
metal complexes has been reviewed.152h-j The slow
growth method has been extended to include QM/
MM147a and the COSMO147b solvation model. Both
discrete sampling153a and slow growth153b are ideally
suited to simulate explicit solvation.

8.3. Importance of Entropic Effects
The ability to trace not only the PES but also the

free energy profile of a reaction has led to a better
understanding of the role played by entropy in
chemical reactions.

One such case is the bimolecular reactions between
a Lewis acid A (e.g., BH3) and a Lewis base B (e.g.,
H2O) to form the adduct AB, a reaction category that
is common throughout chemistry.154 A plot of the
energy profile U(R) as a function of the distance R
between A and B reveals for a number of these
reactions154 a decrease in energy from reactants to
product without an energy barrier corresponding to
a TS as illustrated in Figure 20. However, adding
new entropic effects [∆S(R)] to produce the free
energy profile ∆A(R) ) ∆U(R) - T∆S(R) results at a
sufficiently high temperature in a barrier. This can
be undertood by observing that ∆S(R) decreases as
AB is formed due to the loss of rotational and

∆A(0f1) ) ∫0
1 ∂A(λ)

∂λ
dλ (49)

A(λ) ) - kT ln[∫‚‚‚∫ exp[- E(XBN,λ)
kT ] dXBN] (50)

∆A(0f1) ) ∫0
1 (∫‚‚‚∫ ∂E(XBN,λ)

∂λB
dXBN|λ) (51)

∆A(0f1) ) ∫0
1 〈∂E(XN,λ)

∂λ 〉
λ
dλ (52)

∆A ) ∑
i)1

Nsteps 〈∂E(λ)

∂λ 〉
i
∆λi (53)

2716 Chemical Reviews, 2005, Vol. 105, No. 6 Ziegler and Autschbach



translational entropy. As a consequence, -T∆S(R)
will increase as AB is formed, leading to a barrier
and associated TS on the free energy profile.

Figure 21 illustrates the points made above in a
concrete example taken from the reaction between
CCl2 and ethylene to produce dichloro-cyclo-propane.
At 0 K, corresponding to the PES, this process does
not have a barrier. However, at 300 K, a barrier of
10 kcal/mol has emerged, which increases to 20 kcal/
mol at 600 K. In addition, the position of the barrier
is seen to move from R ) 2.40 Å at 300 K to 2.33 Å
at 600 K, where R is the distance between the
midpoint of the olefin bond and the carbene carbon.
Thus, we notice that the TS structure is temperature-
dependent with a tendency to move toward the
product at higher temperatures. A related example
can be found in a recent study of enantioselective
cyclopropanation catalyzed by copper complexes where
the process responsible for the selectivity only has a
barrier on the free energy surface.155

Another catalytic example comes152g from the po-
lymerization of ethylene by the Ni(II)-based diimine
Brookhart complex shown in Figure 22. The very first
step in the polymerization process is the uptake of
an ethylene molecule to form a olefin π-complex as
shown in Figure 22. The calculation of the potential

energy profile for three different ligand sets: (1) R′
) H, Ar ) H (red); (2) R′ ) H, Ar ) 2,6-C6H3(i-Pr)2
(green); and (3) R′ ) CH3, Ar ) 2,6-C6H3(i-Pr)2 (blue)
reveals no barrier (Figure 23). However, as the
entropic term is added at 300 K, we see for all three
systems a clear barrier (Figure 24). Thus, the ethyl-
ene uptake barrier is completely entropic in nature.

It is also possible that the reaction mechanism
changes from the PES to the free energy surface.
Such a case has recently been discussed by Yang156

et al. in a study on the degenerate substitution
reaction

This reaction has a potential energy profile where
the incoming NH3 hydrogen binds to the complexed
NH3, A and A′ of Figure 25. As the reaction progresses
further on, an encounter complex is formed, B and
B′ of Figure 25, with the NH3 units on each side of
the boron atom. Finally, a symmetrical TS is reached,
TS of Figure 25, that is typical of a SN2 substitution

Figure 20. Decomposition of the free energy profile ∆A(R)
) ∆U(R) - T∆S(R) into the potential energy ∆U(R) and
the entropic contribution -T∆S(R) for the reaction A + B
f AB.

Figure 21. Energy profile the cyclopropanation reaction
between CCl2 and ethylene at 0, 300, and 600 K.

Figure 22. Uptake of ethylene by the Brookhart catalyst.

Figure 23. PES for uptake of ethylene by three different
Brookhart catalysts.

Figure 24. Free energy surface for uptake of ethylene by
three different Brookhart catalysts.

*NH3 + H3BNH3 f H3B*NH3 + NH3 (54)
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reaction. At 300 K, the free energy profile reveals that
B and B′ have disappeared and that A and A′ at best
exist as a shallow minimum. The process still has a
symmetrical TS typical of a SN2 substitution reaction.
However, the two B-N distances have increased from
2.18 Å at 0 K to 2.26 Å at 300 K (Figure 26). The
comparison between the profiles at 0 and 300 K
underlines that some of the shallow minima present
on the PESs might be “washed out” by temperature
effects. Finally, moving on to 600 K, we note that the
symmetrical TS has disappeared. Instead, we now
have two asymmetrical TSs A and A′ (Figure 27), in
which one NH3 unit is entering to displace the NH3
unit bound to boron as shown in Figure 28, where
we display the two B-N distances along the RC.
After the TS, a symmetrical intermediate is reached.
However, the “intermediate” corresponds to a point
where we have two NH3 molecules and one BH3 all
separated (Figure 28). Thus, the mechanism has
changed to a SN1 type substitution aided to some
degree by a NH3 molecule.

The exploration of the free energy surfaces is likely
to be greatly aided by the recent development of
methods that can calculate the free energy gradi-

ent.157 Such a methodology will make it possible to
optimize free energy structures for TSs, reactants,
and products in much the same way that it has been
done on the PES in the past.

9. Concluding Remarks
Electronic structure theory has over the past 10

years progressed to the point where it is possible to
describe the PES of a gas phase molecule containing
up to 10 atoms with great accuracy using high level
wave function methods such as CCSD(T) (ground
state) or CASPT2/SAC-CI (excited states). For larger
systems, acceptable accuracy can be obtained by DFT
(ground state) or TD-DFT/∆SCF-DFT (excited states).
Great strides have also been taken in describing the
PES for reactions on surfaces147a in the interface
between gas phase and solid state. Here, DFT will
continue to be the electronic structure theory of
choice.19b Of special importance for transition metals
is the development of methods that include relativ-
istic effects since they are required to describe
periodic trends correctly within a triad of transition
metals. As hardware becomes faster, larger molecules
can be treated with higher accuracy using existing
methodology. Known methods are also likely to
become faster by neglecting interactions between
fragments in large molecules that are “far apart”. In

Figure 25.

Figure 26. PES for N*H3 + H3BNH3 f H3BN*H3 + NH3
as a function of RC ) R(B - N) - R(B - N*).

Figure 27. Free energy surface at 300 K for N*H3 + H3-
BNH3 f H3BN*H3 + NH3 as a function of RC ) R(B - N)
- R(B - N*).

Figure 28. Free energy surface at 300 K for N*H3 + H3-
BNH3 f H3BN*H3 + NH3 as a function of RC ) R(B - N)
- R(B - N*).
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this way, most methods will eventually become
linear8 in the number of atoms if this number is large
enough. It is finally possible that further progress
in approximate DFT will result in new methods with
the same accuracy as highly correlated wave func-
tions and speeds still comparable to GGA-DFT.

Many chemical systems of interest have large
bulky groups that exert steric pressure on the reac-
tive center (Figure 6) as an essential part of how they
function. For such systems, increasing use will be
made of dual- or multilevel approaches in which the
steric bulk is treated at a lower level of theory than
the reactive system.36,37 The reason that one would
like to treat bulky groups by MM is not only that they
have a large number of electrons but also (rather)
that they potentially possess a formidable number
of conformations. The many conformations make it
difficult (expensive) to determine the global energy
minimum even with MM.

Solvent effects can have a profound influence on
chemical reactions; yet, we do not at the moment
have a proven methodology (as in the case of elec-
tronic structure theory) that by well-known routes
can converge to chemical accuracy. Continuum meth-
ods39,41 are going to carry the bulk of the workload
in the foreseeable future. However, it will be one of
the major challenges within the next decade to
develop solvation theories that by standard proce-
dures will converge to chemical accuracy.41b Such
methods are likely to combine explicit solvation for
the first few solvation shells with bulk descriptions
(continuum or mean-field158) for the remaining part
of the solvent.43,47

Turning next to dynamics on the PES and calcula-
tions of reaction rates, one might expect that these
rates for the majority of cases will be determined with
the help of Eyring’s TS method. To this end, locating
saddle points on the PES is still time consuming in
terms of manpower, and more systematic and auto-
mated procedures would be welcome.32

The standard applications of Eyring’s TS method
make use of a saddle point along the MEP (the TS)
as well as frequencies based on the harmonic ap-
proximation. Thus, standard applications will not be
possible for reactions without an enthalpic barrier
(most radical recombination processes and acid base
reactions151g) or for reactions with many low fre-
quency modes (such as processes in solution with
several explicit solvent molecules included, nucle-
ation, and folding of large molecules). In those cases,
the free energy of activation will have to be deter-
mined from methods based on thermodynamic inte-
gration74 and the variational TS method.138b Finally,
for reactions involving light atoms such as hydrogen
tunneling, effects will have to be taken into ac-
count.137

For the dynamical motion on excited state surfaces,
one has to deal with adiabatic crossings from one PES
to another in problems related to photochemistry and
electron transfer. This area is still under development
with new promising theories159a and implementa-
tions/applications.159b The status of dynamic calcula-
tions on PES’s has recently been reviewed.159c

The number of studies of inorganic reaction mech-
anisms by theoretical methods has increased drasti-
cally in the past decade. The studies cover ligand
substitution reactions,145 insertion reactions,145,146a

oxidative addition,145,146b,e nucleophilic145a and electro-
philic145a attack, as well as metallacycle formation146c,d

and surface chemistry,147 in addition to homo-
geneous148a and heterogeneous148b,c catalysis as well
as metalloenzymes.148d-f We can expect the modeling
to increase further both in volume and in sophistica-
tion.
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M.; Schmid, R.; Ziegler, T.; Blöchl, P. E. J. Chem. Phys. 2003,
118, 1089.

(136) VandeVondele, J.; Hutter, J. J. Chem. Phys. 2003, 118, 4365.
(137) (a) Pijper, E.; Kroes, G. J.; Olsen, R. A.; Baerends, E. J. J. Chem.

Phys. 2000, 113, 8300. (b) Jarid, A.; Moreno, M.; Lledos, A.;
Lluch, J. M.; Bertran, J. J. Am. Chem. Soc. 1993, 115, 5861. (c)
Heitz, M.-C.; Daniel, C. J. Am. Chem. Soc. 1997, 119, 8269. (d)
Guillaumont, D.; Daniel, C. J. Am. Chem. Soc. 1999, 121, 11733.
(e) Maseras, F.; Lledós, A.; Clot, E.; Eisenstein, O. Chem. Rev.
2000, 100, 601.

(138) (a) Hehre, W. J.; Radom, L.; Schleyer, P. v. R.; Pople, J. A. Ab
Initio Molecular Orbital Theory; Wiley: New York, 1986. (b)
Garrett, B. C.; Truhlar, D. G. J. Chem. Phys. 1979, 70, 1593.

(139) Baker; Muir, J. M.; Andzelm, J. J. Chem. Phys. 1995, 102, 2063.
(140) (a) Bauschlicher, C. W.; Maitre, P. Chem. Phys. Lett. 1996, 246,

40. (b) Siegbahn, P. E. M. Adv. Chem. Phys. 1996, XCIII. (c)
Harrison, J. F. Chem. Rev. 2000, 100, 679.

(141) (a) Rotzinger, F. P. J. Am. Chem. Soc. 1997, 119, 5230. (b) De
Vito, D.; Sidorenkova, H.; Rotzinger, F. P.; Weber, J.; Merbach,
A. E. Inorg. Chem. 2000, 39, 5547.

(142) (a) Deeth, R. J.; Elding, L. I. Inorg. Chem. 1996, 35, 5019. (b)
Lin, Z.; Hall, M. B. Inorg. Chem. 1991, 30, 646.

(143) (a) Han, Y.; Deng, L.; Ziegler, T. J. Am. Chem. Soc. 1997, 119,
5939.

(144) Wang, W.; Weitz, E. J. Phys. Chem. 1997, 101, 2358. (b) Musaev,
D.; Morokuma, K. J. Am. Chem. Soc. 1995, 117, 799.

(145) (a) Niu, S.; Hall, M. B. Chem. Rev. 2000, 100, 353. (b) Dedieu,
A. Chem. Rev. 2000, 100, 543.

(146) (a) Margl, P.; Deng, L.; Ziegler, T. J. Am. Chem. Soc. 1998, 120,
5517. (b) Krogh-Jespersen, K.; Goldman, A. S. In Transition
State Modeling for Catalysis; Truhlar, D. G., Morokuma, K.,
Eds.; ACS Symposium Series 721; American Chemical Society:
Washington, DC, 1999; pp 151. (c) Wu, Y. D.; Peng, Z.-H. In
Transition State Modeling for Catalysis; Truhlar, D. G., Moro-
kuma, K., Eds.; ACS Symposium Series 721; American Chemical
Society: Washington, DC, 1999; pp 151. (d) Folga, E.; Woo, T.
K.; Ziegler, T. In Theoretical Aspects of Homogeneous Catalysis;
van Leeuwen, P. W. N. M., Ed.; Kluwer Academic Publishers:
Dordrecht, 1995; p 115.

(147) (a) Mavrikakis, M.; Hansen, L. B.; Mortensen, J. J.; Hammer,
B.; Nørskov, J. K. In Transition State Modeling for Catalysis;
Truhlar, D. G., Morokuma, K., Eds.; ACS Symposium Series 721;
American Chemical Society: Washington, DC, 1999; p 245. (b)
Neurock, M.; Pallassana, V. In Transition State Modeling for
Catalysis; Truhlar, D. G., Morokuma, K., Eds.; ACS Symposium
Series 721; American Chemical Society: Washington, DC, 1999;
p 226. (c) Witten, J. L.; Yang, H. In Transition State Modeling
for Catalysis; Truhlar, D. G., Morokuma, K., Eds.; ACS Sympo-
sium Series 721; American Chemical Society: Washington, DC,
1999; pp 274.

(148) (a) Torrent, M.; Sola, M.; Frenking, G. Chem. Rev. 2000, 100,
439. (b) Blaszkowski, S. A.; van Santen, R. A. in Transition State
Modeling for Catalysis; Truhlar, D. G., Morokuma, K., Eds.; ACS
Symposium Series 721; American Chemical Society: Washing-
ton, DC, 1999; p 307. (c) Sauer, J.; Sierka, M.; Haase, F. In
Transition State Modeling for Catalysis; Truhlar, D. G., Moro-
kuma, K., Eds.; ACS Symposium Series 721; American Chemical
Society: Washington, DC, 1999; p 358. (d) Friesner, R. A.;
Dunietz, B. D. 2001, 34, 351. (e) Siegbahn, P. E. M.; Blomberg,
M. R. A. Chem. Rev. 2000, 100, 421. (f) Loew, G. H.; Harris, D.
L. Chem. Rev. 2000, 100, 42.

(149) Truhlar, D. G.; Garrett, B. C. Annu. Rev. Phys. Chem. 1984, 35,
159.

(150) Beveridge, D. L.; DiCapua, F. M. Annu. Rev. Biophys. Chem.
1989, 18, 431.

(151) (a) Carter, E. A.; Ciccotti, G.; Hynes, J. T.; Kapral, R. Chem.
Phys. Lett. 1989, 156, 472. (b) Paci, E.; Ciccotti, G.; Ferrario, G.
M.; Kapral, R. Chem. Phys. Lett. 1991, 176, 581.

(152) (a) Margl, P.; Ziegler, T.; Blöchl, P. J. Am. Chem. Soc. 1995, 117,
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